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Preface

Recommender systems are extremely popular as a research and application area,
with various interesting application domains such as e-commerce, entertainment,
and others. Nevertheless, it was only around early 2000 when the first notable
applications appeared in the domain of education, since relevant work was
generally considered to be connected to the area of adaptive educational
systems.

Today, research around recommender systems in an educational context has
significantly increased. Responding to a growing interest, this book expands the
relevant chapter on Recommender Systems in Technology Enhanced Learning (by
Manouselis, Drachsler, Vuorikari, Hummel and Koper) that was published in the
Springer Recommender Systems Handbook (2011) to provide an extensive and
in-depth analysis of the recommender systems currently found in the relevant
literature. The book briefly introduces recommender systems for learning and
discusses a wide and representative sample of issues that people working on
systems should be expecting to face. It serves as an overview of work in this
domain and therefore especially addresses people who are studying or researching
relevant topics and want to position their work in the overall landscape.

The bibliography covered by this book is available in an open group created at
the Mendeley research platform' and will continue to be enriched with additional
references. We would like to encourage the reader to sign up for this group and to
connect to the community of people working on these topics, gaining access to the

' http://www.mendeley.com/groups/ 196928 1 /recommender-systems-for-learning/
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collected blibliography but also contributing pointers to new relevant publications
within this very fast emerging domain.

We hope that you will enjoy reading this book as much as we enjoyed working
on it.

Nikos Manouselis
Hendrik Drachsler
Katrien Verbert
Erik Duval
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Chapter 1
Introduction and Background

Abstract In this chapter, we start with a short introduction to the increase that has
been witnessed in the past few years in applications of recommender systems at the
TEL domain. Then we provide some background on the area of recommender sys-
tems, by defining recommender systems and outlining their basic types. A compari-
son with relevant work in TEL is tried, particularly focusing on adaptive educational
hypermedia, learning networks, educational data mining, and learning analytics.
A discussion on their similarities and differences is also made, so that relevant work
can be better positioned in the TEL research landscape.

1.1 Introduction

Technology enhanced learning (TEL) aims to design, develop and test sociotechnical
innovations that will support and enhance learning practices of both individuals and
organisations. It is therefore an application domain that generally covers technologies
that support all forms of teaching and learning activities. Since information retrieval
(in terms of searching for relevant learning resources to support teachers or learners)
is a pivotal activity in TEL, the deployment of recommender systems has attracted
increased interest.

This should be more or less expected since a traditional problem in TEL has
been the better findability of (mainly) digital learning resources. For instance, digital
learning content is being regularly produced, organised and published in different
types of TEL environments such as (Ochoa 2011):

1. Learning Object Repositories like Learning Resource Exchange,! Connexions?

or Maricopa Exchange?;

! http://Ireforschools.eun.org
2 http://cnx.org
3 http://www.mcli.dist.maricopa.edu/mlx/

N. Manouselis et al., Recommender Systems for Learning, 1
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2. Learning Object Referratories like MERLOT,* OER Commons® or GLOBE?;

3. Open Courseware sites like MIT OCW’ or OpenLearn?;

4. Learning Management Systems and Course Management Systems like Black-
board” and Moodle!°.

Various opportunities emerge for users to be exposed to this plethora of digital
learning resources, in closed communities or in public, and in both formal and non-
formal settings. Potentially all user groups of TEL systems would find attractive
services that help them identify suitable learning resources from this overwhelm-
ing variety of choices. As a consequence, the concept of recommender systems
became extremely appealing for TEL research. This is also reflected in the increasing
networking and publication activities of researchers working on such applications.
Recent examples include the Workshop series of Social Information Retrieval for
Technology Enhanced Learning (SIRTEL2007-2009), the RecSysTEL Workshop
on Recommender Systems for Technology Enhanced Learning (Manouselis et al.
2010), the 1st dataTEL workshop on data sets for Technology Enhanced Learning
(Drachsler et al. 2010b, to appear), and several relevant special volumes of journals
and books (Vuorikari et al. 2009; Verbert et al. 2010; Santos and Boticario 2012,
in press; Tang et al. to appear). These efforts resulted in a number of interesting
observations, the main ones being that:

a) There is a large number of recommender systems that have been deployed
(or that are currently under deployment) in TEL settings;

b) The information retrieval goals that TEL recommenders try to achieve are often
different to the ones identified in other systems (e.g. product recommenders);

¢) There is a need to identify the particularities of TEL recommender systems,
in order to elaborate on methods for their systematic design, development and
evaluation.

Attempting to explore such particularities of this application domain, our book
extends the analysis of Manouselis et al. (2011) in order to make a somewhat com-
prehensive introduction of how recommender systems are deployed in TEL settings.
Its main contribution is that it discusses a wide and representative set of issues that
people working on recommender systems for learning should be expecting to face.
It does not serve as an exhaustive review and analysis of available approaches and
systems, but gives a rather fair overview of work in this domain.

The remainder of this book is structured as follows. This chapter introduces rec-
ommender systems and discusses their relevance to similar areas in TEL. Chapter 2

4 http://www.merlot.org

3 http://www.oercommons.org
6 http://globe-info.org

7 http://ocw.mit.edu

8 http://openlearn.open.ac.uk
% http://www.blackboard.com
10 http://moodle.org
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focuses more on describing TEL as a recommendation context, defining the TEL
recommendation problem and identifying relevant goals, supported user tasks, and
variables of the TEL context that can be considered when making a recommenda-
tion. It also reviews data sets that are currently available from TEL applications
and discusses how they could be useful for research on TEL recommender systems.
Chapter 3 offers a comprehensive analysis of 42 recommender systems that have
been found in relevant literature. Chapter 4 describes current challenges in the field
and gives an outlook of future research trends in TEL recommender systems.

1.2 Recommender Systems

1.2.1 Definitions

Malone et al. (1987) provided an overview of intelligent information sharing sys-
tems, referring to a fundamental categorisation of systems that generally support
access to highly dynamic information resources (Belkin and Croft 1992; Baudisch
2001; Hanani et al. 2001). More specifically, they distinguished cognitive filtering
systems as the ones that characterise the contents of an information resource (shortly
referred to as an item) and the information needs of potential item users, and then
use these representations to intelligently match items to users; and sociological fil-
tering systems as the ones that are working based on the personal and organisational
interrelationships of individuals in a community. Early information sharing systems
belonged to the first category and were based on text-based filtering, which works
by selecting relevant items according to a set of textual keywords (Konstan 2004).
Collaborative filtering systems were first introduced as representatives of the second
category. They addressed two problems of text-based systems:

e The problem of overwhelming numbers of on-topic items (ones which would be
all selected by a keyword filter), which has been addressed by the introduction of
further evaluating the items based on human judgment about their quality.

e The problem of filtering non-text items, which has been addressed by judging them
solely upon human taste.

Therefore, early recommender systems were based on the notion of collaborative
filtering, and have been defined as systems that . . .help people make choices based
on the opinions of other people.” (Goldberg et al. 1992). As years came by, the
term “‘recommender systems” has prevailed over the term “collaborative filtering
systems”. It first described systems in which .. .people provide recommendations
as inputs, which the system then aggregates and directs to appropriate recipients.”
(Resnick and Varian 1997). Finally, it evolved to a meaning that is more or less valid
today, covering “...any system that produces individualised recommendations as
output or has the effect of guiding the user in a personalised way to interesting or
useful objects in a large space of possible options.”


http://dx.doi.org/10.1007/978-1-4614-4361-2_3
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Table 1.1 Overview of definitions related to recommender systems

Goldberg et al. (1992)

Resnick et al. (1994)

Shardanand and Maes (1995)

Resnick and Varian (1997)

Pennock and Horvitz (1999);

Goldberg et al. (2001)

Schafer et al. (2001)

Burke (2002); Lops et al. (2011)

Konstan (2004)

Herlocker et al. (2004)

Deshpande and Karypis (2004)

Hung (2005)

Schein et al. (2005)

Smyth (2007)

“Collaborative filtering simply means that people collaborate to
help one anotherperform filtering by recording their reactions to
documents they read.”

“Collaborative filters help people make choices based on the
opinions of other people.”

“Social information filtering essentially automates the process of
‘word-of-mouth’ recommendations: items are recommended to
a user based upon values assigned by other people with similar
taste.”

“In a typical recommender system people provide recommenda-
tions as inputs, which the system then aggregates and directs to
appropriate recipients.”

“The term ’collaborative filtering’ describes techniques that use
the known preferences of a group of users to predict the unknown
preferences of a new user; recommendations for the new users are
based on these predictions. Other terms that have been proposed
are ’social information filtering’ and ‘recommender system’.”
“Recommender systems use product knowledge -either hand-
coded knowledge provided by experts or 'mined’ knowledge
learned from the behavior of consumers- to guide consumers
through the often-overwhelming task of locating products they
will like.”

“...any system that produces individualised recommendations
as output or has the effect of guiding the user in a personalized
way to interesting or useful objects in a large space of possible
options.”

“Recommender systems use the opinions of members of a
community to help individuals in that community identify the
information or products most likely to be interesting to them or
relevant to their needs.”

“Recommender systems use the opinions of a community of
users to help individuals in that community more effectively
identify content of interest from a potentially overwhelmingset
of choices.”

“Recommender systems—a personalized information filtering
technology used to either predict whether a particular user will
like a particular item (prediction problem) or to identify aset of
N items that will be of interest to a certain user (top-N recom-
mendation problem).”

“A personalized recommendation system can provide one-to-
one service to customers based on customers’ past behavior and
through inference from other users with similar preferences. The
aim of personalization is to offer customers what they want with-
out asking explicitly and to capture the social component of inter-
personal interaction.”

“Recommender systems suggest items of interest to users based
on their explicit and implicit preferences, the preferences of other
users, and user and item attributes.”

“Recommender systems try to help users access complex infor-
mation spaces.”

(continued)
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Table 1.1 (continued)

Burke (2007) “Recommender systems are personalized information agents that
provide recommendations: suggestions for items likely to be of use
to auser... A recommender can be distinguished from an information
retrieval system by the semantics of its user interaction.”

Ekstrand et al. (2010) “...other users’ opinions can be selected and aggregated in such a
way as to provide a reasonable prediction of the active user’s pref-
erence.”

(Burke 2002; Burke and Ramezani 2011). Even though this definition covers also the

classic text-based filtering systems, Burke (2002) states that two criteria distinguish
recommender systems from text-based ones: the criterion of ‘individualised’ and
the criterion of ‘interesting and useful’ content. Table 1.1 provides an overview of
relevant definitions that we have identified in the literature, extending the initial
collection reported in Manouselis and Costopoulou (2007).

1.2.2 Types

In the literature, recommender systems have been usually classified into two basic
types, according to the way recommendations are made (Adomavicius and Tuzhilin
2005):

o Content-based recommendation, in which the user is recommended items similar
to the ones he has preferred in the past. Content-based recommendation systems
analyse a set of items and/or descriptions previously preferred by a user, and build
a model or profile of user interests based on the features of these items (Lops et
al. 2011; Pazzani and Billsus 1997).

e Collaborative recommendation, in which the user is recommended items that
people with similar tastes and preferences liked in the past. Collaborative rec-
ommendation (or collaborative filtering) systems predict a user’s interest in new
items based on the recommendations of other people with similar interests (Schafer
et al. 2007; Ekstrand et al. 2010).

Moreover, other types of recommender systems have been also proposed in the
literature. For instance, Burke (2002, 2007) distinguishes the following ones (in
addition to the two described above):

e Demographic recommendation, which classifies the users according to the
attributes of their personal profile, and makes recommendations based on demo-
graphic classes.

e Utility-based recommendation, which makes suggestions based on a computation
of the utility of each item for a user, for whom a utility function has to be stored.



6 1 Introduction and Background

e Knowledge-based recommendation, which suggests items based on logical infer-
ences about user preferences. A knowledge representation (e.g. rules) about how
an item meets a particular user need is necessary.

Furthermore, Adomavicius and Tuzhilin (2005) also distinguish recommenders in
those that aim to predict absolute values of ratings users would give to yet unseen
items, from preference-based filtering, i.e. predicting the relative preferences of users.
Finally, hybrid recommendation has also been identified. Recommender systems of
this type combine two or more of the aforementioned types in order to gain better
performance and address the shortcomings of each type (Burke 2002; 2007).

1.3 Relevant Systems in Educational Applications

1.3.1 Adaptive Educational Hypermedia

Web systems generally suffer from the inability to satisfy the heterogeneous needs
of many users. To address this challenge, a particular strand of research that has
been called adaptive web systems (or adaptive hypermedia) tried to overcome the
shortcomings of traditional ‘one-size-fits-all’ approaches by exploring ways in which
Web-based systems could adapt their behaviour to the goals, tasks, interests, and
other characteristics of interested users (Brusilovsky and Nejdl 2004). A particular
category of adaptive systems has been the one dealing with educational applications,
called adaptive educational hypermedia (AEH) systems.

Adaptive web systems belong to the class of user-adaptive software systems
(Schneider-Hufschmidt et al. 1993). According to Oppermann (1994) a system is
called adaptive “if it is able to change its own characteristics automatically accord-
ing to the user’s needs”. Adaptive systems consider the way the user interacts with the
system and modify the interface presentation or the system behaviour accordingly
(Weibelzahl 2003). Jameson (2001) adds an important characteristic: a user-adaptive
system is an interactive system which adapts its behaviour to each individual user on
the basis of nontrivial inferences from information about that user.

Adaptive systems help users find relevant items in a usually large information
space, by essentially engaging three main adaptation technologies (Brusilovsky and
Nejdl 2004): adaptive content selection, adaptive navigation support, and adaptive
presentation. The first of these three technologies comes from the field of adaptive
information retrieval (IR) (Baudisch 2001) and is associated with a search-based
access to information. When the user searches for relevant information, the system
can adaptively select and prioritise the most relevant items. The second technology
was introduced by adaptive hypermedia systems (Brusilovsky 1996) and is associated
with a browsing-based access to information. When the user navigates from one item
to another, the system can manipulate the links (e.g. hide, sort, annotate) to guide
the user adaptively to most relevant information items. The third technology has its
roots in the research on adaptive explanation and adaptive presentation in intelligent
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Knowledge Representation Layer

Learning Resources Domain Ontology User Model
(e.g. learning objects, media (e.g. covered concepts, pre-requisites, (e.g. learner preferences, previous
files, description model) curriculum requirements) knowledge, learning objectives, actions log)

Adaptation Layer

Adaptation Mechanism and Rules

Interface Layer

Adaptive Content Selection, Navigation and/or Presentation

Fig. 1.1 Generic layers within a simplified example architecture of an educational AEH (adapted
from: Karampiperis and Sampson 2005; Manouselis et al. 2011)

systems (Moore and Swartout 1990; Paris 1988). It deals with presentation, not access
to information. When the user gets to a particular page, the system can present its
content adaptively.

As Brusilovsky (2001) describes, educational hypermedia was one of the first
application areas of adaptive systems. A simplified architecture of the layers within
an educational AEH system that has been developed simplifying the elaborate one
found in Karampiperis and Sampson (2005) is presented in Fig. 1.1. This architec-
ture includes: a layer including the representation and organisation of knowledge
about educational content (learning resources), the domain (domain ontology), and
the user (user model); a layer that includes the adaptation mechanisms and rules;
and a layer that provides the run-time adaptation results to the user. A number of
pioneer adaptive educational hypermedia systems were developed between 1990
and 1996, which Brusilovksy roughly divided into two research streams. The first
stream includes systems created by researchers in the area of intelligent tutoring sys-
tems (ITS) who were trying to extend traditional student modelling and adaptation
approaches developed in this field to ITS with hypermedia components (Brusilovsky
et al. 1993; Gonschorek and Herzog 1995; Prez et al. 1995). The systems of the
second stream were developed by researchers working on educational hypermedia
in an attempt to make their systems adapt to individual students (De Bra 1996; De
La Passardiere and Dufresne 1992; Hohl, Bocker and Gunzenhiuser 1996; Kay and
Kummerfeld 1994).

AEH research has often followed a top-down approach, greatly depending on
expert knowledge and involvement in order to identify and model TEL context vari-
ables. For example, Cristea (2005) describes a number of expertise-demanding tasks
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when AEH content is authored: initially creating the resources, labeling them, com-
bining them into what is known as a domain model; then, constructing and main-
taining the user model in a static or dynamic way, since it is crucial for achieving
successful adaptation in AEH. Generally speaking, in AEH a large amount of user-
related information (characterising needs and desires) has to be encoded in the content
creation phase. This can take place in formal educational settings when the context
variables are usually known, and there is significant AEH research (e.g. dealing with
learner and domain models) that can be considered and reused within TEL recom-
mender research.

1.3.2 Learning Networks

Another strand of work includes research where the context variables are extracted
from the contributions of the users. A category of such systems includes learning
networks, which connect distributed learners and providers in certain domains (Koper
and Tattersall 2004; Koper et al. 2005). The design and development of learning
networks is highly flexible, learner-centric and evolving from the bottom upwards,
going beyond formal course and programme-centric models that are imposed from
the top downwards. A learning network is populated with many learners and learning
activities provided by different stakeholders. Each user is allowed to add, edit, delete
or evaluate learning resources at any time.

The concept of learning networks (Koper et al. 2005) provides methods and
technical infrastructures for distributed lifelong learners to support their personal
competence development. It takes advantages of the possibilities of the Web 2.0
developments and describes the new dynamics of learning in the networked knowl-
edge society. A learning network is learner-centered and its development emerges
from the bottom-up through the participation of the learners. Emergence is the central
idea of the learning network concept. Emergence appears when an interacting sys-
tem of individual actors and resources self-organises to shape higher-level patterns
of behaviour (Gordon 1999; Johnson 2001; Waldrop 1992).

We can imagine users (e.g. learners) interacting with learning activities in a learn-
ing network while their progress is being recorded. Indirect measures like time or
learning outcomes, and direct measures like ratings and tags given by users allow to
identify paths in a learning network which are faster to complete or more attractive
than others (e.g. Drachsler 2009a; Vuorikari and Koper 2009). This information can
be fed back to other learners in the learning network, providing collective knowl-
edge of the ’swarm of learners’ in the learning network. Most learning environments
are designed only top-down as often times their structure, learning activities and
learning routes are predefined by an educational institution (Fig. 1.2). Learning net-
works, on the other hand, take advantage of the user-generated content that is created,
shared, rated and adjusted by using Web 2.0 technologies. In the field of TEL, sev-
eral European projects address these bottom-up approaches of creating and sharing
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leaming network
domain: D

learning network
domain: D

(a)

Fig. 1.2 Evolution of a learning network from Drachsler et al. (2009b) (left A starting phase with a
first learner moving through possible learning activities; right B advanced phase showing emerging
learning paths from the collective behavior of all learners)

knowledge, such as the TENcompetence project (Wilson et al. 2008) or the LTfLL
project (Drachsler et al. 2010a).

Following a similar approach, in Research Networks researchers are intercon-
nected over Web 2.0 tools and are informed about latest research activities. This
combined information of a specific research community easily becomes overwhelm-
ing, thus also researchers face an information overflow issue. Customised awareness
support tools are needed to visualise and explore the collected data. But also recom-
mender systems are becoming increasingly important to support researchers in the
daily work process (Reinhardt et al. 2011a,b).

Another category of systems that formulate and define their context variables fol-
lowing a bottom-up approach, are Mash-Up Personal Learning Environments (MUP-
PLE) (Wild et al. 2008). First such approaches were created by Liber (2000); Liber
and Johnson (2008); Wild et al. (2008). The iCamp EU-initiative explicitly addresses
the integration of Web 2.0 sources into MUPPLE, by creating a flexible environment
that allows learners to create their own environments for certain learning activities.
MUPPLES are a kind of instance of the learning network concept and therefore share
several characteristics with it. They also support informal learning as they require
no institutional background and focus on the learner instead of institutional needs
like student management or assessments. The learners do not participate in for-
mal courses and neither receive any certification for their competence development.
A common problem for MUPPLE:s is the amount of data that is gathered already in a
short time frame and the unstructured way it is collected. This can make the process
of user and domain modelling demanding and unstructured. On the other hand, this
is often the case in recommender systems as well, when user and item interactions
are explored, e.g. in order to identify user and item similarities.
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1.3.3 Educational Data Mining and Learning Analytics

Educational Data Mining (EDM) is an emerging discipline that has attracted sig-
nificant interest during the past years (Romero et al. 2008; Baker 2010). This
interest leads into the creation of a relevant scientific society (International EDM
society), a dedicated journal (Journal of EDM) and an annual conference that has
already reached its fifth edition (http://www.educationaldatamining.org). By defin-
ition (Baker 2010), EDM explores the application of data mining methods in order
to explore the types of data collected in educational environments and understand
better the user activities and learning context. It covers topics such as processes or
methodologies followed to analyse educational data, ways to integrate data min-
ing with pedagogical theories, as well as applications that are used for improving
educational software or teacher support, for improving understanding of learners’
domain representations, and for improving assessment of learners’ engagement in
the learning tasks.

Traditional data mining methods are used to support mining educational data sets,
but trying to discover and take advantage of the unique features of educational data.
Baker and Yacef (2010) classified the EDM areas into: prediction (e.g. classification,
regression, density estimation); clustering; relationship mining (e.g. association rule
mining, correlation mining, sequential pattern mining, causal data mining); distil-
lation of data for human judgment; and discovery with models. In EDM, whether
educational data is taken from students’ use of interactive learning environments,
computer-supported collaborative learning, or administrative data from schools and
universities, it often has multiple levels of meaningful hierarchy, which often need to
be determined by properties in the data itself, rather than in advance. Furthermore,
issues of time, sequence, and context also play important roles in the study of educa-
tional data. The work in this area can be considered to be relevant to the domain of
recommender systems for educational applications, since many recommender sys-
tems apply data mining techniques in order to cluster users, find correlations and
improve their recommendations (Romero and Ventura 2010).

In addition, an emerging strand of research is around the topic of the so-called
Learning and Knowledge Analytics (LAK), as reflected by a number of confer-
ences and special issues in recent years (Siemens 2010; Siemens and Gasevic 2011).
Among others, the analysis of learner data and identification of patterns within these
data are researched to predict learning outcomes, to suggest relevant resources and
to detect error patterns or affects of learners. The definition of Learning Analytics
by Siemens (2010) describes them as the use of intelligent data, learner-produced
data, and analysis models to discover information and social connections, and to
predict and advise on learning. This definition reveals that Learning Analytics are
very closely related to EDM, with a particular emphasis on knowledge representa-
tion and reasoning (Romero and Ventura 2007). This is perfectly justified since, in
an increasing number of scientific disciplines, large data collections are emerging as
important community resources (Chervenak et al. 2000). These data sets are used
as benchmarks to develop new algorithms and compare them to other algorithms in
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given settings. For instance, when data sets are intended to be used for recommenda-
tions algorithms, various data types such as explicit (ratings) or implicit (downloads
and tags) can serve as potential relevance indicators.

1.3.4 Similarities and Differences

Many of the AEH systems address formal learning (e.g. Aroyo et al. 2003; De Bra
et al. 2002; Kravcik et al. 2004), have equally fine granulated knowledge domains
and can therefore offer personalised recommendations to the learners. They take
advantage of technologies like metadata and ontologies to define the relationships,
conditions, and dependencies of learning resources and learner models. These sys-
tems are mainly used in ‘closed-corpus’ applications (Brusilovsky and Henze 2007)
where the learning resources can be described by an educational designer through
semantic relationships and is therefore a formal learning offer. As mentioned before,
in formal educational settings (such as universities) there are usually well- structured
formal relationships like predefined learning plans (curriculum) with locations, stu-
dent/teacher profiles, and accreditation procedures. All this metadata can be used to
recommend courses or personalise learning through the adaptation of the learning
resources or the learning environment to the students (Baldoni et al. 2007). One inter-
esting direction in this research is the work on adaptive sequencing which takes into
account individual characteristics and preferences for sequencing learning resources
(Karampiperis and Sampson 2005). In AEH there are many design activities needed
before the runtime and also during the maintenance of the learning environment.
In addition, the knowledge domains in the learning environment need to be described
in detail. These aspects make adaptive sequencing and other adaptive hypermedia
techniques less applicable for TEL recommendation, where informal learning net-
works emerge without some highly structured domain model representation.

In informal learning networks, mining techniques need to be used in order to cre-
ate some representation of the user or domain model. For instance, prior knowledge
in informal learning is a rather diffuse parameter because it relies on information
given by the learners without any standardisation. To handle the dynamic and dif-
fuse characteristic of prior knowledge, and to bridge the absence of a knowledge
domain model, probabilistic techniques like latent semantic analysis are promising
(van Bruggen et al. 2004). The absence of maintenance and structure in informal
learning is also called the ‘open corpus problem’. The open corpus problem applies
when an unlimited set of documents is given that cannot be manually structured
and indexed with domain concepts and metadata from a community (Brusilovsky
and Henze 2007). The open corpus problem also applies to informal learning net-
works. Therefore, bottom-up recommendation techniques like collaborative filter-
ing are more appropriate because they require nearly no maintenance and improve
through the emergent behaviour of the community. Drachsler et al. (2008b) analysed
how various types of collaborative filtering techniques can be used to support learners
in informal learning networks. Following their conclusions we have to consider the
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different environmental conditions of informal learning, such as the lack of mainte-
nance and less formal structured learning objects, in order to provide an appropriated
navigation support to recommender systems. Learning networks are mainly struc-
tured by tags and ratings given by their users, being therefore in contrast with the insti-
tutionalised Learning Management Systems (LMSs) like Moodle (http://moodle.org)
or Blackboard (http://www.blackboard.com) that are used to better manage learning
activities and distribute learning resources to learners.

Besides the already mentioned differences for prior knowledge in informal learn-
ing, there are also differences in the data sets which are derived from environmental
conditions. Normally, the numbers of ratings obtained in recommender systems is
usually very small compared to the number of ratings that have to be predicted. Effec-
tive prediction by ratings based on small amounts is very essential for recommender
systems and has an effect on the selection of a specific recommendation technique.
Formal learning can rely on regular evaluations of experts or students upon multi-
ple criteria (e.g. pedagogical quality, technical quality, ease of use) (Manouselis and
Costopoulou 2007), but in informal learning environments such evaluation proce-
dures are unstructured and few. Formal learning environments like universities often
have integrated evaluation procedures for a regular quality evaluation to report to
their funding body. With these integrated evaluation procedures more dense data
sets can be expected. As a conclusion, the data sets in informal learning context
are characterised by the ‘Sparsity problem’ caused by sparse ratings in the data set.
Multi-criteria ratings could be beneficial for informal learning to overcome the ‘Spar-
sity problem’ of the data sets. These multi-criteria ratings have to be reasonable for
the community of lifelong learners. The community could rate learning resources
on various levels, such as required prior knowledge level (novice to expert), the pre-
sentation style of learning resources, and even the level of attractiveness, because
keeping students satisfied and motivated is a vital criteria in informal learning. These
explicit rating procedures should be supported with several indirect measures like
‘Amount of learners using the learning resource’ or ‘Amount of adjustments of a
learning resources’, in order to measure how up-to-date the learning resource is.

Informal learning is therefore different from well-structured domains, like formal
learning. Recommender systems for informal learning have no official maintenance
by an institution, mostly rely on its community and most of the time do not contain
well-defined metadata structures. Moreover, formal learning is characteristically top-
down designed and the learning contents are a closed-corpus that can only be edited
by domain experts; Informal learning contents emerge from the bottom-upwards
through communities contributions (open-corpus) and every community member
can adjust and contribute information. Therefore, it will be difficult to transfer and
apply recommender systems even from formal to non-formal settings (and vice-
versa), since user tasks and recommendation goals are often substantially different.

A critical assessment of recommender techniques regarding their applicability and
usefulness in TEL has taken place by Drachsler et al. (2008a). Table 1.2 provides an
initial overview of advantages and disadvantages of each technique, and reports the
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envisaged usefulness of each technique for TEL recommenders. Nevertheless, it aims
to serve as an initial basis for such a discussion, since a more detailed and elaborate
survey of all existing recommendation methods and techniques can take place in the
future.
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Chapter 2
TEL as a Recommendation Context

Abstract In this chapter, we define the TEL recommendation problem and identify
TEL recommendation goals. More specifically, we reflect on user tasks that are
supported in TEL settings, and how they compare to typical user tasks in other
recommender systems. Then, we present an analysis of existing data sets that capture
contextual learner interactions with tools and resources in TEL settings. These data
sets can be used for a wide variety of research purposes, including experimental
comparison of the performance of recommendation algorithms for learning.

2.1 TEL Recommendation

2.1.1 Defining the TEL Recommendation Problem

In a recommender system, the items of interest and the user preferences are repre-
sented in various forms, e.g. using a single or multiple attributes for describing an
item. Particularly in systems where recommendations are based on the opinion of oth-
ers, it is crucial to take into consideration the multiple factors or criteria that affect
the users’ opinions in order to make more effective recommendations. In related
research, the problem of recommendation has been identified as the way to help
individuals in a community to find the information or products that are most likely
to be interesting to them or to be relevant to their needs (Konstan 2004). It has been
further refined to the problem (i) of predicting whether a particular user will like a
particular item (prediction problem), or (ii) of identifying a set of NV items that will
be of interest to a certain user (top-N recommendation problem) (Adomavicius and
Tuzhilin 2005). Therefore, the general recommendation problem can be formulated
as follows (Deshpande and Karypis 2004): let C be the set of all users and S the set
of all possible items that can be recommended. We define as U€(S) a utility function
US(S) : C x S — N that measures the appropriateness of recommending an item
s to user c. It is assumed that this function is not known for the whole C x § space
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but only on some subset of it. Therefore, in the context of recommendation, we want
for each user ¢ € C to be able to:

i estimate (or approach) the utility function U (S) for an item s of the space S for
which U¢(S) is not yet known; or,

ii choose a set of N items s € S that will maximise U“(S) : V¢ € C,
s = argmaxseSUﬂ

In most recommender systems, the utility function U¢(S) usually considers one
attribute of an item, e.g. its overall evaluation or rating. Nevertheless, utility may also
involve more than one attribute of an item. The recommendation problem therefore
becomes a multi-attribute one. We want to explore how the TEL recommendation
problem can be better defined if such a multi-attribute modelling approach is followed
in order to identify (Roy 1996):

e Object of the decision. That is, defining the object upon which the decision has to
be made and the rationale of the recommendation decision.

e Family of criteria. That is, the identification and modelling of a set of criteria that
affect the recommendation decision, and which are exhaustive and non-redundant.

e Global preference model. That is, the definition of the function that aggregates the
marginal preferences upon each criterion into the global preference of the decision
maker about each item.

e Decision support process. That is, the study of the various categories and types of
recommender systems that may be used to support the recommendation decision
maker, in accordance to the results of the previous steps.

In TEL recommendation, the object of decision is an item s that belongs to the
set of all candidate items S representing any type of items that may be recommended
to a user, such as a learning resource, a learning activity, a peer learner or a mentor.
To express the rationale behind the decision, Roy (1996) refers to the notion of the
decision problematic. The four types of common decision problematics identified in
the Multi-Criteria Decision Making (MCDM) literature, may be considered valid in
the context of TEL recommendation (Adomavicius et al. 2011):

e Choice, which involves choosing one item from a set of candidates;

e Sorting, which involves classifying items into pre-defined categories;

e Ranking, which involves ranking items from the best one to the worst one; and

e Description, which involves describing all the items in terms of performance upon
each criterion.

For instance, in TEL contexts, a set of candidates may be learning resources, peer
learners or learning activities. An example family of criteria that affects the recom-
mendation decision can include the age, language, knowledge level, goal or other
contextual variables such as the current device and available time of the learner.
Choice involves choosing those objects that are appropriate for the learning setting
and characteristics of the learner—such as learning resources to study the theory of
relativity for K-12 learners in French. A TEL recommender system that supports
sorting classifies items into predefined categories—in its simplest form such sorting
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may constitute classifying items according to certain attributes, such as language or
knowledge level. Ranking is the process of presenting items according to descend-
ing order of relevance. For instance, in a TEL context, such ranking may involve
presenting those items that are most relevant for the age, knowledge level or mother
tongue of the learner first. Finally, description involves presenting and explaining
each one of the candidate items by analysing its predicted performance upon each
one of the criteria. Such a description enables the user to gain insight into the various
alternatives and help her take better informed decisions.

After the correct problematic is defined, the set of all candidate items S is analysed
in terms of multiple criteria, in order to model all possible impacts, consequences,
or attributes (Roy 1996). In recommender systems, the criteria may refer to multiple
characteristics of an item (usually the case in content-based recommendation) or
to the multiple dimensions upon which the item is being evaluated (the case in
collaborative filtering recommendation). This step must conclude to a consistent
family of n criteria {g1, g2, ..., g»}. In MCDM, four types of criteria are formally
used (Jacquet-Lagreze and Siskos 2001):

e Measurable, is a criterion that allows quantified measurement upon an evaluation
scale.

e Ordinal, is a criterion that defines an ordered set in the form of a qualitative or a
descriptive scale.

e Probabilistic, is a criterion that uses probability distributions to cover uncertainty
in the evaluation of alternatives.

e Fuzzy, is a criterion where evaluation of alternatives is represented in relationship
to its possibility to belong in one of the intervals of the evaluation scale.

For instance, a measurable criterion that is used by a content-based recommender
can be the age range of learners for which a learning resource is suitable. Examples of
ordinal criteria are attributes that belong to an ordered controlled vocabulary, like the
aggregation level of a resource and its easiness to understand. Probabilistic and fuzzy
criteria are often used when a system has to deal with uncertainty of a criterion—such
as an estimate of the knowledge level of the user or an estimate of the usefulness of
aresource for a particular learning activity.

After the definition of the criteria, the development of a global preference model is
made to provide a way to aggregate the values of each criterion g; (withi =1, ...,n)
in order to express the preferences between the different alternatives of the item set
S. Examples of preference models include (Adomavicius et al. 2011):

e Value-Focused models, where a value system for aggregating the user preferences
on the different criteria is constructed. In such approaches, marginal preferences
upon each criterion are synthesised into a total value using a synthesising utility
function (Keeney 1992).

e Outranking Relations models, where preferences are expressed as a system of
outranking relations between two alternatives a and b, thus allowing the expression
of incomparability. In such approaches, all alternatives are one-to-one compared
between them, and preference relations are provided as relations a is preferred
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to b, a is equally preferred to b, and a is incomparable to b (Roy and Bouyssou
1993).

e Multi-Objective Optimisation models, where criteria are expressed in the form of
multiple constraints of a multi-objective optimisation problem. In such approaches,
usually the goal is to find a Pareto optimal solution for the original optimisation
problem (Zeleny 1974).

e Preference Disaggregation models, where the preference model is derived by
analysing past decisions. Such approaches build on the models proposed by the
previous ones (thus they are sometimes considered as a sub-category of other mod-
elling approaches’ categories), since they try to infer a preference model of a given
form (e.g. value function) from some given preferential structures that have led
to particular decisions in the past, and aim at producing decisions that are at least
identical to the examined past ones (Jacquet-Lagreze and Siskos 2001).

The most typical cases of TEL recommender systems are value-focused (Manouselis
et al. 2011), usually engaging a single-attribute (and rarely multi-attribute), linear,
additive value function for the representation of user preferences. This is a traditional
decision making approach, widely applied and convenient to implement. On the other
hand, assuming that the preference function is single-attribute and linear restricts the
way user preferences are represented. Therefore, alternative forms for representing
preferences in a MCDM manner should be explored in TEL as well (Manouselis
2008; Adomavicius et al. 2011). This requirement is particularly relevant for TEL,
where certain attributes may have a different influence on recommendation in differ-
ent settings. For instance, both formal and informal learning processes have different
requirements for the learning environment and, as such, for the recommendation
within the environment. Often, it is not possible to draw a clear line between formal
and informal learning scenarios. As an example, recommender systems need to deal
with the tension of recommendations for activities liked by the learner and those
required by the teacher (Tang and McCalla 2003). Since recommendations may dif-
fer depending on the context of the learner, it is therefore important to study carefully
the intended recommendation goals to be supported. We identify such goals in the
next section.

2.1.2 Identifying the TEL Recommendation Goals

In the past, the development of recommender systems has been related to a number
of relevant user tasks that the recommender system supports within some particular
application context. More specifically, Herlocker et al. (2004) have related popular
(or less popular) user tasks with a number of specific recommendation goals that are
included in Table2.1. Generally speaking, most of these already identified recom-
mendation goals and user tasks are valid in the case of TEL recommender systems
as well. For example, a recommender system supporting learners to achieve a spe-
cific learning goal, providing annotation in context or recommending a sequence of
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learning resources are relevant tasks. In the table, an example of how recommen-
dation could support a similar user task is included for all the tasks that Herlocker
et al. (2004) have identified. In addition, it includes a comment about any addi-
tional requirements that this brings forward for the developers of TEL recommender
systems.

On the other hand, in comparison to the typical item recommendation scenario,
there are several particularities to be considered regarding what kind of learning is
desired, e.g. learning a new concept or reinforce existing knowledge may require
different types of learning resources. This is reflected in the second part of Table 2.1,
where examples of user tasks that are particularly interesting for TEL are in, extending
the ones initially identified in Manouselis et al. (2011). Again, a comment on any
additional requirements for developers of TEL recommenders is included.

Apart from this initial identification of tasks, recommendation in a TEL context
has many particularities that are based on the richness of the pedagogical theories
and models. For instance, for learners with no prior knowledge in a specific domain,
relevant pedagogical rules such as Vygotsky’s zone of proximal development could
be applied: e.g. ‘recommended learning objects should have a level slightly above
learners’ current competence level’ (Vygotsky 1978). Different from buying prod-
ucts, learning is an effort that often takes more time and interactions compared to a
commercial transaction. Learners rarely achieve a final end state after a fixed time.
Instead of buying a product and then owning it, learners achieve different levels of
competences that have various levels in different domains. In such scenarios, what is
important is identifying the relevant learning goals and supporting learners in achiev-
ing them. On the other hand, depending on the context, some particular user task
may be prioritised. This could call for recommendations whose time span is longer
than the one of product recommendations, or recommendations of similar learning
resources, since recapitulation and reiteration are central tasks of the learning process
(McCalla 2004).

As for teacher-centered learning contexts, different tasks need to be supported.
These tasks cover both the ones related to the preparation of lessons, the delivery of
a lesson (i.e. the actual teaching), and the ones related to the evaluation/assessment.
For instance, to prepare a lesson the teacher has certain educational goals to fulfill
and needs to match the delivery methods to the profile of the learners (e.g. their pre-
vious knowledge). Lesson preparation can include a variety of information seeking
tasks, such as finding content to motivate the learners, to recall existing knowledge,
to illustrate, visualise and represent new concepts and information. The delivery can
be supported in using different pedagogical methods (either supported with TEL
or not), whose effectiveness is evaluated according to the goals set. A TEL recom-
mender system could support one or more of these tasks, leading to a variety of
recommendation goals.

Thus, although the previously identified user tasks and recommendation goals can
be considered valid in a TEL context, there are several particularities and complex-
ities. This means that simply transferring a recommender system from an existing
(e.g. commercial) content to TEL may not accurately meet the needs of the targeted
users. In TEL, careful analysis of the targeted users and their supported tasks should
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be carried out, before a recommendation goal is defined and a recommender system
is deployed. This means that the TEL recommendation goals can be rather complex:
for example, a typical TEL recommender system could suggest a number of alter-
native learning paths throughout a variety of learning resources, either in the form
of learning sequences or hierarchies of interacting learning resources. This should
take place in a pedagogically meaningful way that will reflect the individual learning
goals and targeted competence levels of the user, depending on proficiency levels,
specific interests and the intended application context. A number of context variables
have to be considered, such as user attributes, domain characteristics, and intelligent
methods that can be engaged to provide personalised recommendations.

2.1.3 Identifying the TEL Context Variables

As outlined by Romero and Ventura (2007), the TEL domain differs from domains
like e-commerce in several ways. In e-commerce, the used data are often simple
web server access logs or ratings of users on items. In TEL, many researchers use
more information about a learner interaction (Pahl and Donnellan 2002). The user
model and the objectives of the systems are also different in both application domains
(Drachsler et al. 2009a).

A survey of existing TEL interaction data models has been presented in Butoianu
et al. (2010). Examples of models to represent learner interactions are the User
Interaction Context Ontology (UICO, Rath et al. 2009) and Contextualised Attention
Metadata (CAM, Scheffel et al. 2011) models. Both models capture actions of the
user, such as select, save, create and write actions, on resources. In addition, the
context in which an action occurred, such as the current task of the learner, can
be captured. The Atom activity stream Resource Description Framework (RDF)
mapping of the LinkedEducation.org initiative presents a similar approach to model
actions of users in social networks. Vocabularies for actions, actors and objects
involved and related contextual information are defined.

In addition to interaction models, researchers in TEL have elaborated learner mod-
els that describe several characteristics of learners. Brusilovsky and Millan (2007)
identified the following categories based on an analysis of the existing literature:
knowledge levels, goals and tasks, interests, background and learning and cognitive
styles. In addition, several models, standards and specifications have been elaborated
to describe learning resources. The IEEE LOM and Dublin Core metadata standards
are prominently used by TEL applications to describe characteristics of learning
resources, including general characteristics, such as title, author and keywords, tech-
nical and educational characteristics and relations between learning resources.

We integrated the various data categories and elements in Fig.2.1. We use this
framework in the remainder of this chapter to identify data elements in existing
data sets. The model has been developed by synthesising existing works on interac-
tion data and context variables in the TEL field that were outlined above. It could
be further refined by studying relevant theoretical frameworks, like the Activity
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knowledge level success/failure/score/grade

learning and
cognitive styles
interests

content (e.g. rating, tag)
error message
teacher/learner

goals and tasks

background

general

attempt
technical create/delete
educational

" write/edit
relation select/unselect
annotation

application
activity, time location

Fig. 2.1 TEL variables (adapted from Verbert et al. (to appear)

Theory (Kaptelinin et al. 1995), that could help reorganise the various categories and
elements.

2.2 Data Sets to Support TEL Recommendation

2.2.1 Collecting TEL Data Sets

An important requirement to facilitate research on recommendation technologies is
the existence of sufficient data from various system activities and its interactions with
users. When the analysis is taking place for research purposes and in an exploratory
manner, it is equally important to provide researchers with sufficient data coming
from a real or simulated environment of the targeted domain. In an increasing number
of scientific disciplines, large data collections are emerging as important community
resources (Chervenak et al. 2000). These data sets are used as benchmarks to develop
new algorithms and compare them to other algorithms in given settings. In data sets
that are used for recommendations algorithms, such data can for instance be explicit
(ratings) or implicit (downloads and tags) relevance indicators. These indicators are
then for instance used to find users with similar interests as a basis to suggest items
to a user.

To collect TEL data sets, the first dataTEL Challenge was launched as part of
the Workshop on Recommender Systems for TEL (Manouselis et al. 2010a), jointly
organised by the 4th ACM Conference on Recommender Systems and the 5th Euro-
pean Conference on Technology Enhanced Learning in September 2010. In this call,
research groups were invited to submit existing data sets from TEL applications.
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As a follow up activity, the dataTEL—Data sets for Technology Enhanced Learning
Workshop was organised at the Second STELLAR Alpine Rendez-Vous in March
2011 (Drachsler et al. 2011, to appear). During this workshop, researchers discussed
related initiatives that are collecting educational data sets, additional data sets that
are relevant for recommendation research, as well as challenges related to privacy
and data protection and research on evaluation methodologies.

Similar work is carried out at the Pittsburgh Science of Learning Center (PSLC).
The PSLC DataShop (Stamper et al. 2010) is a data repository that provides access
to a large number of educational data sets derived from intelligent tutoring systems.
Currently, 270 data sets are stored that record 58 million learner actions. Several
researchers of the educational data mining community have used these data sets.

The Mulce project (Reffay and Betbeder 2009) is also collecting and sharing
interaction data of learners. A platform is available to share, browse and analyse
shared data sets. At the time of writing, 34 data sets are available on the portal,
including a data set of the Virtual Math Teams project that investigated the use
of online collaborative environments for K-12 mathematics learning. These data
sets have been used extensively by the Computer Supported Collaborative Learning
(CSCL) community.

LinkedEducation.org is another initiative that provides an open platform to pro-
mote the use of data for educational purposes. Available data sets describe the struc-
ture of organisations and institutions, the structure of courses, learning resources
and interrelationships between people. Schemas and vocabularies are provided to
describe discourse relationships and activity streams. Such schemas and vocabular-
ies offer interesting perspectives for the sharing and reuse of interaction data between
users that is relevant for research on recommendation techniques.

Several other initiatives are available that focus on providing the means to share
data sets among researchers in a more generic way. DataCite.org is an organisation
that enables users to register research data sets and to assign persistent identifiers
to them, so that data sets can be handled as citable scientific objects. The Dataverse
Network (King 2007) is an open-source application for publishing, citing and dis-
covering research data. Fact sheets of data sets are gathered from organisations and
researchers are encouraged to make data publicly available.

In this section, we analyse educational data sets that have been collected by data-
TEL (Drachsler et al. 2010a) and that can be used for research on recommendation
for learning. A detailed description of other data sets and their usefulness for a wider
variety of research purposes may be found at Verbert et al. (2011) and Verbert et al.
(to appear).

2.2.2 Collected Data Sets

Table 2.2 presents the data sets have been collected as a result of the first dataTEL
challenge:
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e The first data set was submitted by Mendeley (Jack et al. to appear), a research
platform that helps users organise research papers and collaborate with colleagues.
In the context of learning, such a data set provides useful data for recommender
systems that suggest papers to learners or teachers or to suggest suitable peer
learners on the basis of common research or learning interests. The data set contains
learner and resource data. For each learner, implicit interest data is available that
captures which papers a user has selected, starred or added to her library.

e The APOSDLE data set originates from the APOSDLE (Ghidini et al. 2007)
project. APOSDLE is an adaptive learning system that aims to support learn-
ing within everyday work tasks. The system recommends resources (documents,
videos, links) and colleagues who can help a user with a task. The data set captures
information about the activity context (tasks, topics), the learner (knowledge level,
implicit interest indicators) and actions on resources.

e The ReMashed data set focuses on community knowledge sharing (Drachsler et
al. 2010b). The data set includes information about interests of learners (ratings
and tags) on available resources. The main objective of ReMashed is to offer per-
sonalized information access to the emergent information space of the community.

e The MACE data set originates from the MACE eContentplus project (Wolpers et
al. 2009). The MACE portal provides advanced graphical metadata based access
to learning resources in architecture that are stored in different repositories all over
Europe. The data set contains both implicit (search activities, select, downloads,
tags) and explicit (ratings) interest data of the learner on resources. In addition,
the time of each user activity is recorded.

e The Organic.Edunet data set was collected on the Organic.Edunet Web portal
(Manouselis et al. 2009), a learning portal for organic agriculture educators that
provides access a large number of learning resources from a federation of 11
institutional repositories. The data set includes learner (interest data in the form
of tags and ratings) and resource data. The particularity of this data set is the fact
that ratings are collected upon three different criteria: the usefulness of a resource
as a learning tool, the relevance to the organic thematic, and the quality of its
metadata.

e The Travel well data set originates from the MELT eContentplus project (Vuorikari
2009). The data set was collected on the MELT Learning Resource Exchange portal
that makes open educational resources available from 20 content providers in
Europe and elsewhere. This data set includes information about teachers (interest
indicators in the form of tags and ratings and topics of interests as provided by
the teachers), resources (minimum age, maximum age, duration, resource type,
duration) and the timestamp of user actions.

e The CGIAR contains data from a Moodle installation used for agroforestry courses
of CGIAR!—a worldwide network of Agricultural Research Centers. The data set
contains actions of learners on quizzes and retrieval of documents provided by the
teacher through a Moodle LMS.

! http://cgiar.org
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The CGIAR, MACE, Organic.Edunet and Mendeley data sets are the largest data
sets that contain data of 841, 1.148, 1000 and 200.000 users during a time period of
6years, 3 years, 9months and 1 years, respectively. The Travel well data set contains
ratings and tags of about 100 users that were collected during a six month time period.
The ReMashed data sets collects activities of 140 users during a 2 year period. The
current APOSDLE data set is only a sample that captures data of a few users only.

Several data sets have been collected that are openly accessible. Registration is
sometimes required before a dataset can be downloaded. For other datasets, legal
protection rules apply. We obtained these data sets by sending a statement of our
intended research purposes to the organisation. These statements were then in most
cases analysed by their legal department before approval was granted. All data sets
contain data that is anonymised, so that it can no longer be linked to an individual.

2.2.3 Usefulness for TEL Recommender Systems

Several dataTEL data sets contain relevance indicators that are useful for research
on recommendation algorithms for learning. Of interest in this discussion are the
data elements that are provided by the data sets. Explicit relevance feedback, such as
ratings by users, are provided in the MACE, ReMashed, Organic.Edunet and Travel
well data sets. These data sets provide ratings on a five point likert scale and are inter-
esting data sets for developing recommendation algorithms to find novel resources.
Mendeley provides information on articles that are starred by a user (‘1" if the article
has been starred and ‘O’ otherwise), but the semantics of such stars in user libraries
may be different for different users (i.e. a star can indicate relevance feedback, but
may as well indicate that the user wants to read the article at a later stage). Therefore,
the application of such data for recommendation is less straightforward. In addi-
tion, implicit relevance indicators, such as downloads, search terms and annotations,
are available. If time interval data is available, the data might be suitable to extract
reading times in order to determine the relevancy of a resource.

Manouselis et al. (2007, 2010b) used the Travel well data set to evaluate rec-
ommendation algorithms for learning. Similar experiments have been reported in
Verbert et al. (2011). In this study, the Mendeley and MACE data sets were also
used. Although still preliminary, some conclusions were drawn about successful
parameterisation of collaborative filtering algorithms for learning. Outcomes sug-
gest that the use of implicit relevance indicators, such as downloads, tags and read
actions, are useful to suggest learning resources.

The data sets can also be used for research to find peers. For instance, by analysing
interaction patterns of learners, a recommender system may identify peer helpers
who are able to help with a learning activity. In addition, data sets derived from web
portals, such as the Organic.Edunet, MACE, Mendeley, and Travel well data sets, can
be used for finding users with common interests. Such prediction of user attributes
has been researched extensively by the Educational Data Mining community and
includes finding estimates of the knowledge level of a user based on interaction data.
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An extensive overview of research in this area has been presented in Romero and
Ventura (2007).

Finding good pathways is a third recommendation task that is relevant for a TEL
context. There are several ways to support research on recommendation of such
learning sequences. Time information can be used to extract sequencing patterns
from data sets that capture interactions of users with resources, such as select, anno-
tate, rate or download actions. Such information is available in many dataTEL data
sets, including the ReMashed, MACE, Organic.Edunet, Travel well and CGIAR data
sets. Drachsler et al. (2009b) researched the influence of sequence recommendation
on the learning process with the ReMashed data set. An alternative way to sup-
port sequence recommendation would be to find pathways based on other learner
characteristics, such as knowledge level. Such research has been conducted by the
Intelligent Tutoring Systems community. Cheung et al. (2003) for instance suggest
next learning resources that relate to prior knowledge of the course in order to provide
good “orientation”, which is the pathway to learn the material.

Predicting student performance is a fourth recommendation task that has been
researched extensively over the last decade. Several data sets are available that can
support research on prediction of learner performance and discovery of learner mod-
els. Among others, such predictions are researched to provide advice when a learner
is solving a problem (Romero and Ventura 2007). Data sets from intelligent tutoring
systems that capture attempts of learners provide a rich source of data to estimate the
knowledge level of a learner. Some data sets derived from LMSs, such as the CGIAR
data set, contain data on the number of attempts and total time spent on assignments,
forums and quizzes. Romero et al. (2008) compared different data mining techniques
to classify learners based on such LMS data and the final grade obtained for courses.
A more extensive analysis of usefulness of data sets for learning analytics purposes
has been presented in Verbert et al. (to appear).
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Chapter 3
Survey and Analysis of TEL Recommender
Systems

Abstract In this chapter, we present a framework for the analysis of existing
recommender systems. Then, we present a detailed analysis of relevant TEL rec-
ommender systems along the dimensions defined by our framework.

3.1 Framework for Analysis

Several frameworks have been proposed for the analysis of recommender systems.
Hanani et al. (2001) conducted a nice review of information filtering issues and
systems, and presented a high-level framework for the classification of such systems.
The proposed framework included dimensions such as the initiative of operation, the
location of operation, and the methods for acquiring knowledge from users. Some
dimensions of this framework could be specifically used for the description, analysis
and categorisation of recommender systems.

The review and classification of Schafer et al. (2001) focused on the recommender
systems of a particular domain, the e-commerce one. Nevertheless, their classifica-
tion framework (identifying dimensions such as the user inputs, the outputs, the
recommendation method, the degree of personalisation, and the delivery mode) can
be also applied for systems in other application domains. Another survey that focused
particularly on the recommender systems of the e-commerce domain has been the
one carried out by Wei et al. (2002). The authors also provided a generic framework
for classifying recommender systems, distinguishing dimensions such as the infor-
mation used for recommendation decisions, the types of recommendation decisions,
and the various recommendation techniques.

A survey that focused on the various recommendation techniques, introducing
new types of systems apart from the content-based and collaborative ones, has been
the one of Burke (2002). His study described in detail the identified recommendation
techniques, and compared them in terms of benefits and shortcomings. Furthermore,
Montaner et al. (2003) focused specifically on recommender agents, and analysed a
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number of such systems. Their taxonomy is based on dimensions such as the way
the user profile is represented, generated, and adapted to the user preferences. Apart
from agent systems, the proposed taxonomy can be used for other, non-agent types
of recommender systems as well.

In their study of recommender systems Adomavicius and Tuzhilin (2005) have
reviewed the various types of such systems, based on the distinction between content-
based, collaborative, and hybrid ones. They provided a very detailed overview of the
different techniques used in the context of each system type, in order to support
recommendation.

All of the above studies, as well as others that did not focus particularly in cat-
egorising recommender systems (e.g. Herlocker et al. 2004; Han et al. 2004), have
indicated important dimensions which may be considered for their analysis and
classification. Manouselis and Costopoulou (2007a) have collected, elaborated and
categorised the dimensions identified in these previous studies into a proposed frame-
work with three main categories of characteristics: Supported Tasks, Approach and
Operation. The authors used this framework to analyse and classify 37 multi-criteria
recommender systems. We use this framework as a basis for our analysis, extending
it slightly as far as the supported tasks are concerned, for the case of TEL recom-
menders (Fig.3.1).

Firstof all, Supported Tasks refers to the dimensions that distinguish recommender
systems according to the user tasks that they are meant to support (Herlocker et al.
2004). The main supported tasks for TEL recommender systems have been discussed
in Chap. 2, and from them we can highlight the following:

e Find Novel Resources: recommendations of particularly new or novel items, e.g.
receiving very new and/or controversial resources on covered topics.

e Find Peers: recommendation of other people with relevant interests, e.g. being
suggested profiles of users with similar interests or being suggested students in
the same class or a peer student in a learning network.

e Find Good Pathways: recommendation of alternative learning paths through learn-
ing resources, e.g. receiving a list of alternative learning paths over the same
resources to achieve a learning goal depending.

e Predict Student Performance: data mining techniques are also used to create rec-
ommendations but with the emerging research around learning analytics and edu-
cational data mining these techniques are used to predict learning performance of
learners as well as the teaching qualities of teachers.

The Approach category includes three different perspectives, in accordance to
the system components that related research in personalised/adaptive systems dis-
tinguishes (that is, systems that adapt some part of their operation according to the
needs or preferences of each particular user) (Brusilovsky 1996). These are:

1. User Model. The user model (or user profile) refers to the ways that user char-
acteristics are represented, stored and updated in a recommender system. The
following dimensions can be identified:
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e Representation. The user model can be performed using several methods that

include: history-based models, vector space models, semantic networks, asso-
ciative networks, classifier-based models, user-items rating matrixes, demo-
graphic features, as well as ontologies (Schafer et al. 2001; Montaner et al.
2003; Wei et al. 2002).

Generation. The characteristics related to generation of the user model are
distinguished in the ways of creating the initial user model, and the ways of
learning the model from some collected data (Montaner et al. 2003). Thus, the
initial user model in a recommender system (a) may be empty and gradually
filled while the user starts interacting with the system, (b) may be manually
provided from the user, (c) may be completed according to some stereotype
that describes the class in which the user belongs, or (d) may consist of a
training set of examples that the user is asked to provide so that the profile can
be generated. In some of the above cases, the generation of the user model
requires a learning phase, which may engage several techniques to produce
the user model from initially collected data, such as structured Information
Retrieval (IR) techniques, clustering techniques, latent semantic analysis, or
some classification technique. This phase may be also concluded by the appli-
cation of some dimensionality reduction technique, to limit the size of the user
model and thus simplify its processing.

2. Domain Model. Similarly to the user model, a domain model is required to rep-

resent the properties of the items that are being recommended, e.g. the products
in an e-commerce recommender. The following dimensions can be identified:

e Representation. The items in the domain may be represented using (a) a simple

index or catalog of items that are all at the same hierarchical level, (b) a taxon-
omy of items where items belong to a hierarchy of classes of similar items, or
(c) an ontology where more complex relationships are defined between items
or classes of items.

Generation. The descriptions of the items are usually generated using tech-
niques that are beyond the scope of arecommender system. Sometimes though,
a recommender system may apply some technique to generate/formulate the
appropriate representation from some raw data or other representation that
describes the items. Examples of such techniques are association rule mining,
clustering, classification, as well as, dimensionality reduction.

3. Personalisation. It refers to dimensions that depict the way that the system pro-

vides its recommendations, in terms of (Schafer et al. 2001):

e Method. The recommendation methods may include (Schafer et al. 2001): (a)

raw retrieval of items where no particular personalisation method is engaged
and recommended items are presented as results of typical search queries;
(b) manual selection of recommendations, for example when some experts or
opinion-leaders recommend a list of items to all users, e.g. Amazon’s recom-
mendations such as this author recommends the following books; (c) content-
based recommendation methods which characterise the contents of the item
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and the information needs of potential item users, and then use these repre-
sentations to match items to users; (d) collaborative filtering recommendation
methods that recommend items to a user according to what people with similar
tastes and preferences liked in the past; as well as, (e) hybrid approaches that
combine some of the above methods.

e Type. May include model-based algorithms, memory-based or heuristic-based
algorithms, and hybrid algorithms (Adomavicius and Tuzhilin 2005).

e Technique. Algorithms may adopt attribute-based techniques, item-to-item
correlation techniques, or user-to-user techniques (Schafer et al. 2001).

e Output. The most common recommendation outputs are suggestions (e.g. ‘try
this item”), original ratings or reviews that other people provided about a par-
ticular item, or predictions of the ratings that user would give to recommended
items (Schafer et al. 2001).

The Operation category also includes three different perspectives that include dimen-
sions related to the deployment of recommender systems:

1. Architecture. It refers to the architecture of the recommender system, which is
usually distinguished as (Miller et al. 2004; Han et al. 2004):

e Centralised. When the recommender system is at one particular location.
e Distributed. When the system components are distributed to more locations,
e.g. in the case of peer-to-peer architectures.

2. Location. It refers to the location where recommendation is produced and deliv-
ered. It can be classified according to the following locations (Hanani et al. 2001):

e Atinformation source. The case when the information source or provider pro-
vides a recommender system to its users, e.g. an e-market provides a product
recommendation service. The user profile is stored at the information source
side.

e At recommendation server. Recommendations are provided from a third-party
entity, referring to various external information sources, e.g. when restaurants
are recommended to interested users by an independent recommender system.
The user profile is stored at the recommendation server.

e At user side. The user profile is stored at the user’s side, and the recommen-
dations are locally produced, e.g. in the case of an e-mail filtering system.

3. Mode. It concerns the identification of who initiates the recommendation process,
distinguished among (Herlocker et al. 2004; Schafer et al. 2001):

e Push mode (active). Recommendations are ‘pushed’ to the user even when
the user is not interacting with the system, e.g. via e-mail.

e Pull mode (active). Recommendations are produced, but are presented to the
user only when he allows or requests it.

e Passive mode. Recommendations are produced as part of the regular system
operation, e.g. as product recommendations when the user visits an e-market.
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In the next section, we use this framework to analyse a sample of 42 TEL recom-
menders that we identified from the past 10 years of research.

3.2 Survey Results

3.2.1 General Overview of Sample

In the TEL domain a number of recommender systems have been introduced in
order to propose learning resources to users. Such systems could potentially play
an important educational role, considering the variety of learning resources that are
published online and the benefits of collaboration between tutors and learners (Recker
and Wiley 2001; Kumar et al. 2005).

The following section reviews a sample of TEL recommender systems that have
been proposed in the literature over a period of ten years, and provides an assessment
of their status of development and evaluation. In Table 3.1 an overview of this sample
of 42 systems is provided, together with an [RSx] number that we indicatively use
to identify them uniquely and easily in the remainder of this chapter.

One of the first attempts to develop a collaborative filtering system for learn-
ing resources has been the Altered Vista system [RS1] (Recker and Walker 2003;
Recker et al. 2003; Walker et al. 2004). The aim of this study was to explore how to
collect user-provided evaluations of learning resources, and then to propagate them
in the form of word-of-mouth recommendations about the qualities of the resources.
The team working on Altered Vista explored several relevant issues, such as the
design of its interface and the development of non-authoritative metadata to store
user-provided evaluations (Recker and Wiley 2001), the design of the system and
the review scheme it uses (Recker and Walker 2003), as well as results from pilot
and empirical studies from using the system to recommend to the members of a
community both interesting resources and people with similar tastes and beliefs
(Recker et al. 2003; Walker et al. 2004).

Another system that has been proposed for the recommendation of learning
resources is the RACOFI [RS2] (Rule-Applying Collaborative Filtering) Composer
system (Anderson et al. 2003; Lemire 2005; Lemire et al. 2005). RACOFI combines
two recommendation approaches by integrating a collaborative filtering engine, that
works with ratings that users provide for learning resources, with an inference rule
engine that is mining association rules between the learning resources and using
them for recommendation. RACOFI studies have not yet assessed the pedagogical
value of the recommender, nor do they report some evaluation of the system by users.
The RACOFI technology is supporting the commercial site inDiscover (http://www.
indiscover.net) for music tracks recommendation. In addition, other researchers have
reported adopting RACOFT’s approach in their own systems as well (Fiaidhi 2004).

The QSIA [RS3] (Questions Sharing and Interactive Assignments) for learning
resources sharing, assessing and recommendation has been developed by Rafaeli
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Table 3.1 Implemented TEL systems reported in literature

System Status Evaluator Evaluation
focus roles

[RS1] Altered Vista (Recker et al. 2000; Full system Interface, Human users

Recker and Wiley 2001; Recker and Walker algorithm,

2003; Recker et al. 2003; Walker et al. system usage

2004)

[RS2] RACOFI (Anderson et al. 2003; Prototype Algorithm System

Lemire 2005) designers

[RS3] QSIA (Rafaeli et al. 2004, 2005) Full system — —

[RS4] CYCLADES (Avancini and Straccia ~ Full system Algorithm System

2005) designers

[RS5] CoFind (Dron et al. 2000a,b) Prototype System usage Human users

[RS6] Learning object sequencing (Shen  Prototype System usage Human users

and Shen 2004)

[RS7] Evolving e-learning system (Tang  Full system Algorithm, Simulated

and McCalla 2003, 2004a,b,c, 2005) System usage users, Human

users

[RS8] ISIS—Hybrid Personalised Recom- Prototype Algorithm, Human users

mender System (Drachsler et al. 2009c) system usage

[RS9] Multi-Attribute Recommendation  Prototype Algorithm System

Service (Manouselis et al. 2007, 2010) designers

[RS10] Learning Object Recommendation ~ Design — -
Model (Tsai et al. 2006)

[RS11] RecoSearch (Fiaidhi 2004) Design — —
[RS12] Simulation environment (Nadolski ~ Full system Algorithm Simulated
et al. 2009) users
[RS13] ReMashed (Drachsler et al. Full system Interface, Human users
2009a,b) algorithm,
system usage
[RS14] CourseRank (Koutrika et al. 2008, Full system Interface, Human users
2009) algorithm,

system usage
[RS15] CBR Recommender Interface  Prototype - —
(Gomez-Albarran and Jimenez-Diaz 2009)

[RS16] APOSDLE People Recommender  Full system Interface, Human users
Service (Aehnelt et al. 2008; Beham et al. algorithm,
2010) system usage
[RS17] A2M Recommending System  Prototype - -
(Santos 2008)
[RS18] Moodle Recommender System  Prototype Interface, Human users
(Janssen et al. 2005) algorithm,
system usage
[RS19] LRLS (Huang et al. 2009) Prototype Interface, Human users
algorithm,
system usage
[RS20] CLICK (Okoye et al. 2012) Prototype Interface, System
algorithm, designers

system usage

(Continued)
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Table 3.1 (continued)

System Status Evaluator Evaluation
focus roles
[RS21] Ontology network for Semantic ~ Concept Algorithm —
Educational Recommender Systems (Diaz
etal. 2012)
[RS22] Recommender System for Learn- Prototype Algorithm, —
ing Objects (Casali et al. 2012) system usage
[RS23] Meta-Mender (Zaldivar et al. 2012; Prototype Interface —
Zaldivar and Burgos 2010) algorithm
[RS24] Recommender System for Meta- Concept Algorithm -
Cognitive Functioning (Zhou and Xu 2012)
[RS25] PLE Recommender System  Concept Algorithm -
(Moedritscher 2010)
[RS26] Lecture slides Recommender Sys-  Prototype Algorithm, -
tem (Wang and Sumiya 2010) system usage
[RS27] Recommender System based on  Concept Algorithm, -
educational data mining (Thai-Nghe et al. system usage
2010)
[RS28] Exercise Recommender System Full system Interface, Human users
(Michlik and Bielikova 2010) algorithm,
system usage
[RS29] Work-based learning recommen- Concept Algorithm, -
dations (Schoefegger et al. 2010) system usage
[RS30] Recommender System based on  Prototype Interface, -
CAM (Broisin et al. 2010) algorithm,
system usage
[RS31] Recommender System for learning Concept Algorithm, —
objects (Sicilia et al. 2010) system usage
[RS32] OpenCourseWare Recommender Full system Interface, —
(Shelton et al. 2010) algorithm,
system usage
[RS33] Competence based Recommender Prototype Interface, Human users
Systems (Marino and Paquette 2010) algorithm,
system usage
[RS34] Recommender System for Full system Interface, —
Social Navigation in Digital Libraries algorithm,
(Brusilovsky et al. 2010) system usage
[RS35] Factorization Techniques for Pre- Concept Algorithm, -
dicting Student Performance (Thai-Nghe et system usage
al. 2012)
[RS36] idSpace Recommender System  Prototype Interface, Human users
(Sielis et al. 2012) algorithm,
system usage
[RS37] Metis (Underwood 2012) Prototype Algorithm —
[RS38] RPL recommender (Khribi et al. Prototype System usage System
2009) designers,

Human users
(Continued)
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Table 3.1 (continued)

System Status Evaluator Evaluation
focus roles
[RS39] Comparison of collaborative fil- Concept Algorithm, —
tering algorithms on different educational system usage
data sets (Verbert et al. 2011)
[RS40] Bibliography Meta-search engine  Full system Interface, Human users
(Bodea et al. 2012) algorithm,
system usage
[RS41] CourseAgent (Farzan and  Full system System usage Human users
Brusilovsky 2010)
[RS42] 3A recommender (El Helou et al. Prototype Algorithm System
2010) designers

et al. (2004, 2005). This system is used in the context of online communities, in
order to harness the social perspective in learning and to promote collaboration,
online recommendation, and further formation of learner communities. Instead of
developing a typical automated recommender system, Rafaeli et al. chose to base
QSIA on a mostly user-controlled recommendation process. That is, the user can
decide whether to assume control on who advises (friends) or to use a collaborative
filtering service. The system has been implemented and used in the context of several
learning situations, such as knowledge sharing among faculty and teaching assistants,
high school teachers and among students, but no evaluation results have been reported
so far (Rafaeli et al. 2004, 2005).

In this strand of systems for collaborative filtering of learning resources, the
CYCLADES system [RS4] (Avancini and Straccia 2005) has proposed an environ-
ment where users search, access, and evaluate (rate) digital resources available in
repositories found through the Open Archives Initiative OAI (Lagoze and Van de
Sompel (2001)). Informally, OAI is an agreement between several digital archives
providers in order to offer some minimum level of interoperability between them.
Thus, such a system can offer recommendations over resources that are stored in dif-
ferent archives and accessed through an open scheme. The recommendations offered
by CYCLADES have been evaluated through a pilot study with about 60 users, which
focused on testing the performance (predictive accuracy) of several collaborative fil-
tering algorithms.

A related system is the CoFind prototype [RSS] (Dron et al. 2000a,b). It also used
digital resources that are freely available on the Web but it followed a new approach by
applying for the first time folksonomies (tags) for recommendations. The CoFind
developers stated that predictions according to preferences were inadequate in a learn-
ing context and therefore more user driven bottom-up categories like folksonomies
are important.

A typical, neighborhood-based set of collaborative filtering algorithms have been
tried in order to support learning object recommendation by Manouselis et al. (2007,
2010) [RS9]. The innovative aspect of this study is that the engaged algorithms
have been multi-attribute ones, allowing the recommendation service to consider
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multi-dimensional ratings that users provide on learning resources. An interesting
outcome from this study in comparison to initial experiments using the same algo-
rithms (e.g. Manouselis and Costopoulou 2007b), is that it seems that the perfor-
mance of the same algorithms is changing, depending on the context where testing
takes place. For instance, the results from the comparative study of the same algo-
rithms in an e-commerce (Manouselis and Costopoulou 2007b) and a TEL setting
(Manouselis et al. 2007) has led to the selection of different algorithms from the same
set of candidate ones. This can be an indicator that the performance of recommen-
dation algorithms that have been proved to be performing well in one context (e.g.
movie recommendation) should not be expected to do the same in another context
(e.g. TEL), an area which requires further experimentation.

A similar approach is followed by the proposed Learning Object Recommenda-
tion Model (LORM) [RS10] that also follows a hybrid recommendation algorith-
mic approach and that describes resources upon multiple attributes, but has not yet
reported to be implemented in an actual system (Tsai et al. 2006). This research
direction was recently followed up by Sicilia et al. (2010) [RS31] with a data set
from the learning object repository MERLOT and Verbert et al. (2011) [RS39] with a
collection of different TEL data sets (see also Chap. 2) and the Mahout recommender
framework.! Both studies demonstrated the effects of different collaborative filter-
ing techniques on TEL data sets, while Sicilia et al. (2010) [RS31] also investigated
multi-criteria ratings like Manouselis et al. (2007, 2010) in [RS9] to recommend
learning resources. All papers applied collaborative filtering techniques on the TEL
data sets but did not design a specific solution for the TEL context.

Casali et al. (2012) [RS22] tried to take the needs and preferences of learners into
account. They describe a recommender system that suggests suitable learning objects
from distribute learning repositories by applying personalised search agents. The
developed agents are following an hybrid recommendation approach by combining
content- and knowledge-based techniques.

A different approach to recommend learning resources based on learner needs has
been followed by Shen and Shen (2004) [RS6]. They have developed a recommender
system for learning objects that is based on sequencing rules that help users to be
guided through the concepts of an ontology of topics. The rules are fired when gaps
in the competences of the learners are identified and search for appropriate resources
to train these gaps. A pilot study with the students of a Network Education college
has taken place, providing feedback regarding the users’ opinion about the system.
Such top-down ontology and other semantic driven recommender approaches are
applied frequently for TEL recommender systems especially. when the systems take
into account specific domain and user information like knowledge-levels. Another
reason to apply ontology and semantic techniques is the lack of large educational
data sets that are needed to techniques like collaborative filtering in an efficient and
accurate way. In this context, rule- and ontology based recommender systems seem
to be an effective solution because they can offer specific recommendations even with
very little user information available. A disadvantage of ontology- and rule-based

! http://mahout.apache.org
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recommender systems is their high maintain effort, reengineer, and adaptation to user
and domain preferences. Most of the time the development of the domain ontology
and the domain concept map is done manually by experts and requires high efforts in
terms of expertise, time and money. Thus, such systems are difficult to replicate for
other domains and hence the benefits of the system are not easily transferred. In the
following paragraph we summarise shortly the systems that belong to this cluster.
At the end of the paragraph we will present some innovative approaches that tend to
overcome the manual editing by domain experts and are therefore promising of the
TEL domain.

The METIS system [RS37] (Underwood 2012) recommends learning activities
in the domain of math based on prior knowledge, skills, and abilities (KSA) of the
learners. It uses a structured map of mathematical concepts and maps this with the
KSA factor of the learners. A similar approach was taken by Marino and Paquette
(2010) [RS33]. The authors presented a multi-agent system that gives advice on
tasks and resources based on competence driven user models and on ontology-based
multi-actor learning flows. Michlik and Bielikova (2010) [RS28] propose a method
for personalised recommendation of assignments (tasks or exercises) in an adaptive
educational system. Their main goal is to help students to achieve better perfor-
mance in tests. To achieve this objective, they enhanced existing adaptive navigation
approaches by considering the limited time for learning. The proposed method uses
utility-based recommending and concept-based knowledge modelling.

A related technology is applied in the Meta-Mender recommendation system
[RS23] (Zaldivar and Burgos 2010; Zaldivar et al. 2012) that applies meta-rules
consisting of a set of rules to personalise the information to the learner. These rules
are in most cases written by domain experts and can be applied without any user
tracking data available. Related approaches like the system presented by Diaz et al.
(2012) [RS21] apply a network of ontologies that conceptualise different domains
and their characteristics to provide semantic recommendations. Sielis et al. (2012)
[RS36] apply ontologies to support creativity with a recommender system that sug-
gests creativity techniques to the users. The recommended pattern is ontology-driven
and based on problem parameters the user is trying to solve (e.g. type of the prob-
lem, problem definition, problem complexity, if the problem is divisible, objectives,
if expert knowledge is required, etc.). These recommendations are provided to users
during the ideation process within the idSpace platform. They applied topic map
technology for storing, managing, and delivering content used as recommendations.
Bodea et al. (2012) [RS40] present one of the more innovative and flexible ontology-
driven recommender systems. They combined an e-assessment task with a meta-
search engine. Based on the outcomes of the e-assessment the learners get web
pages recommended that match to the identified knowledge gaps form the learners.
The clustering process uses an educational ontology and WordNet lexical database
to create its categories that are forwarded to a meta-search engine. Similarly, the
CLICK recommender system (Okoye et al. 2012) [RS20] also suggests resources to
learners based on knowledge gaps identified by comparing automatically generated
domain and learner models. The system provides recommendations from distrib-
uted learning repositories based on concept knowledge of the users derived from



48 3 Survey and Analysis of TEL Recommender Systems

automated evaluation from essay writing. It is specialised for recommendations of
scientific contents.

Another advanced ontology driven recommender system with vector-based simi-
larity measures is presented by Broisin et al. (2010) [RS30]. They present a solution
for recommending documents to students according to their current activity that is
tracked in terms of semantic annotations associated to the accessed resources. Their
approach is based on an existing tracking system that captures the current activity
of the user in a profile that presents the current interests in an ontology. The recom-
mender service builds upon this user profile and Contextualized Attention Metadata
(CAM) that contains the annotation of documents accessed by all users. The user pro-
file is updated as soon as an activity is completed; thus, recommendations provided
by the service are up-to-date in real time. The original aspect of this recommendation
approach consists in combining a user activity tracking system with the exploitation
of the semantic annotations associated with resources.

A similar approach was followed by Wang and Sumiya (2010) [RS26]. They
developed a content retrieval method involving the semantic ranking of lecture slides
based on the relations between slides search needs of the users. This method uses key-
words instead of activities and creates conceptual relationship between the extracted
keywords from the slides text and the search query keywords of the users. Their
semantic ranking method provides suitable slides for their information needs.

Schoefeggeretal. (2010) [RS29] present a fresh approach to recommend resources
at the workplace. They apply a context driven recommender system to effectively
support knowledge workers to meet their individual information needs. They focus
on adapting the current context of a knowledge worker in a representative user model
that contains information like interest and knowledge-levels. The authors present an
approach to model the users’ context based on the emerging topics rather than fixed
domain topics by extracting tagging information from the user’s past activities within
the system.

An ontology independent approach that also applies meta-rules but derived from
a Markov chain model was presented by Huang et al. (2009) [RS19]. It uses a
Markov chains to calculate transition probabilities of possible learning objects in a
sequenced course of study. The model is supported by an entropy-based approach
for discovering one or more recommended learning paths. A pilot implementation
has been deployed and tested in a Taiwanese university, involving about 150 users.

Tang and McCalla proposed an evolving e-learning system, open into new learn-
ing resources that may be found online, which includes a hybrid recommendation
service [RS7] (Tang and McCalla 2003, 2004a,b,c, 2005). Their system is mainly
used for storing and sharing research papers and glossary terms among university
students and industry practitioners. Resources are described (tagged) according to
their content and technical aspects, but learners also provide feedback about them
in the form of ratings. Recommendation takes place both by engaging a Clustering
Module (using data clustering techniques to group learners with similar interests)
and a Collaborative Filtering Module (using classic collaborative filtering techniques
to identify learners with similar interests in each cluster). The authors studied several
techniques to enhance the performance of their system, such as the usage of artificial
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(simulated) learners (Tang and McCalla 2004c¢). They have also performed an eval-
uation study of the system with real learners (Tang and McCalla 2005). The work
of Tang and McCalla has been evaluated in learning settings and is included in our
analysis. Many other recommenders have been developed that support recommenda-
tion of scientific papers. Examples include work of Sie et al. (to appear). The authors
followed a different approach and suggested suitable co-authors for scientific arti-
cle writing based on weak and strong ties in a bibliographic network. The network
information (betweenness centrality) and author (keyword) similarity are used to
compute the utility of peers in the network of co-authors. While these systems have
many commonalities with TEL recommenders, we focus in this chapter specifically
on recommenders that have been used in learning settings.

A rather straightforward approach that does not take into account preferences
or profile information of the learners is adopted by Janssen et al. (2005) [RS18].
However, they conducted a large experiment with a control group and an experimental
group. They found positive effects on the effectiveness (completion rates of learning
objects) though not on efficiency (time taken to complete the learning resources) for
the experimental group as compared to the control group.

Nadolski et al. (2009) [RS12] created a simulation environment for different com-
bination of recommendation algorithms in hybrid recommender systems in order to
compare them against each other regarding their impact on learners in informal
learning networks. They compared various cost intensive ontology based recom-
mendation strategies with light-weight collaborative filtering strategies. Therefore,
they created treatment groups for the simulation through combining the recommen-
dation techniques in various ways. Nadolski et al. (2009) tested which combination
of recommendation techniques in recommendation strategies had a higher effect on
the learning outcomes of the learners in a learning network. They concluded that the
light-weight collaborative filtering recommendation strategies are not as accurate as
the ontology-based strategies but worth-while for informal learning networks when
considering the environmental conditions like the lack of maintenance in learning
networks. This study confirmed that providing recommendations leads towards more
effective, more satisfied, and faster goal achievement than no recommendation. Fur-
thermore, their study reveals that a light-weight collaborative filtering recommen-
dation technique including a rating mechanism is a good alternative to maintain
intensive top-down ontology recommendation techniques.

Moreover, the ISIS system [RS8] that adopts a hybrid approach for recommending
learning resources is the one recently proposed by Hummel et al. (2007). The authors
build upon a previous simulation study by Koper (2005) in order to propose a system
that combines social-based (using data from other learners) with information-based
(using metadata from learner profiles and learning activities) in a hybrid recom-
mender system. They also designed an experiment with real learners. Drachsler et al.
(2009c¢) reported experimental results with ISIS. They found a positive significant
effect on efficiency (time taken to complete the learning objects) of the learners after
a runtime of four months. It is a very good example of a system that is following the
latest trends in learning specifications for representing learner profiles and learning
activities.
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Based on the promising findings of the simulations, the same group devel-
oped the ReMashed recommender system (Drachsler et al. 2009a,b) [RS13] that
focuses on learners in informal learning networks. They created a mash-up envi-
ronment that combines sources of users from different Web2.0 services like Flickr,
Delicious.com or Sildeshare.com. Again, they applied a hybrid recommender sys-
tem that takes advantage of the tag and rating data of the combined Web2.0
sources. The tags that are already given to the Web2.0 sources are used for the
cold-start of the recommender system (Marinho et al. 2010). The users of ReMashed
are able to rate the emerging data of all users in the system. The ratings are used for
classic collaborative filtering recommendations based on the Duine prediction engine
(Van Setten 2005). The research on recommender systems for mash-up environments
is closely related to research on Personal Learning Environments (PLEs) (Friedrich
etal. 2011). PLEs can also result in an information overflow if too many sources are
connected to it or too many widgets can be combined for a certain task. Moedritscher
(2010) [RS25] and El Helou et al. (2010) [RS42] recently presented a recommenda-
tion strategy and a small-scale experiment to provide recommender system for these
kinds of learning environments. The 3A recommender [RS42] (El Helou et al. 2010)
targets context-aware recommendation in personal learning environments. Context
is measured and represented by different types of relations, including social rela-
tions and relations between resources. The 3A recommendation algorithm adapts
a version of Google’s PageRank algorithm to the particular modelling framework
that considers relation context. Evaluation results indicate that the incorporation of
relations outperforms standard collaborative filtering in terms of recall.

Another hybrid recommendation approach has been adopted in the CourseRank
system [RS14] (Koutrika et al. 2008) that is used as an alternative curriculum planner
and course guide for Stanford University students. In this system, the recommenda-
tion process is viewed under the prism of querying a relational database with course
and student information (Koutrika et al. 2008). To this end, a number of operators
have been defined in order to allow the system to provide flexible recommendations
to its users. The system has been first deployed in September 2007, attracting lots of
interest from the students: it has been reported that more than 70 % of the Stanford
students are using the system (Koutrika et al. 2009).

CourseAgent [RS41] (Farzan and Brusilovsky 2010) is another example of a rec-
ommender system that relies on a hybrid approach to recommend courses. The system
has been used at the University of Pittsburgh and has been evaluated based on a long-
term evaluation experiment with students. A hybrid approach is also adopted by the
prototype system that has been implemented in the course repository of the Virtual
University of Tunis (RPL platform [RS38]?). This prototype includes a recommen-
dation engine that combines a collaborative filtering algorithm with a content-based
filtering algorithm, using data that has been logged and mined from user actions.
The usage logs of the RPL platform are used for this purpose, and a preliminary
evaluation experiment has already taken place (Khribi et al. 2009).

2 http://cours.uvt.rnu.tn/rpl/
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There have been some articles about systems or algorithms that could be used to
support recommendation of learning resources and peer recommendations that apply
hybrid recommendation approaches. These include a variety of work-in-progress sys-
tems, such as a case-based reasoning recommender of Gomez-Albarran and Jimenez-
Diaz (2009) [RS15], the contextual recommendations that the knowledge-sharing
environment of the APOSDLE EU-project [RS16] offers to the employees of large
organisations (Aehnelt et al. 2008; Beham et al. 2010), and the A2M prototype [RS7]
(Santos 2008). Lastly, recommendation of multimedia learning resource onto mobile
devices such as cell phones and PDAs have been explored in Klamma et al. (2006).

One of the most known and frequently used recommender systems is the Open-
CourseWare recommender system reported in Shelton et al. (2010) [RS32]. The
OpenCourseWare recommender supports teachers and learners to find relevant learn-
ing objects from a growing number of different digital libraries and open education
repositories. They present the design and evaluation of Folksemantic, a system that
integrates OpenCourseWare search, Open Educational Resources and vector-based
similarity based on the Lucene “more like this” function. With this approach, they cre-
ated personalised recommendation functionality of different repositories in a single
open source project. An alternative approach for navigation support in the increas-
ing amount of digital libraries and repositories was presented by Brusilovsky et al.
(2010) [RS34]. The authors address the concrete issue, that with the growth of the
volume and the diversity of the library, it becomes increasingly difficult for the users
to find resources, which are relevant to their personal context (age, educational needs,
and personal interests). Social navigation techniques could provide valuable help to
guide users to the most useful information. Their social navigation approach builds
upon traces of past user behavior and using the assembled collective wisdom to guide
future users. Next to recommending ‘Find Novel Items’ the system offers also oppor-
tunities to ‘Find Pathways’ (learning paths) based on the Walden path concept. Most
of the recommender systems described above had the TEL recommendation task to
either ‘Find Novel Items’, ‘Find Peers’, or ‘Find Pathways’ to their target user. Thai-
Nghe et al. (2012) [RS27] introduce an additional recommendation task to the field:
‘Predict Student Performance’. This data mining driven approach shows the overlap
between the TEL recommender system research field, the newly emerging Learn-
ing Analytics field (Drachsler and Greller 2012), and the already longer existing
educational data mining field (Stamper 2011). Going beyond student performance,
Thai-Nghe et al. (2012) try to recommend most suitable items in a flexible and per-
sonalised manner. They apply factorisation techniques to generate accurate ratings
and performance predictions. These techniques are relatively new to the field and are
promising as they can effectively address pedagogical requirements as describe in
Chap. 1, because they can take temporal effects into account and therefore accurately
model and adjust to the increasing knowledge of learners. The authors prove in data-
driven experiments that the applied factorisation approach improved the prediction
results. This can be very useful in cases where recommended items need to be one
level above the current knowledge-level of a learner, according to Vygotsky’s zone
of proximal development (Vygotsky 1978). In a related research study, Thai-Nghe
et al. (2010) [RS35] propose another approach which uses educational data min-


http://dx.doi.org/10.1007/978-1-4614-4361-2_1

52 3 Survey and Analysis of TEL Recommender Systems

Table 3.2 Classification of TEL recommenders, according to the Supported Tasks

Supported tasks

Find Novel Items [RS1], [RS2], [RS3], [RS4], [RS5], [RSS],
[RS9], [RS10], [RS11], [RS13], [RS14], [RS16],
[RS20], [RS21], [RS22], [RS23], [RS24],
[RS25], [RS26], [RS28], [RS29], [RS30],
[RS31], [RS32], [RS33], [RS34], [RS36],
[RS38], [RS39], [RS40], [RS41], [RS42]

Find peers [RS1], [RS4], [RS16], [RS29], [RS36], [RS42]
Find pathways [RS6], [RS18], [RS19], [RS34], [RS37]
Predict student performance [RS27], [RS35]

Most suitable learning strategies [RS24]

ing techniques for recommender systems to predict the performance of students. To
validate this approach, they present a comparison study with traditional regression
methods such as logistic/linear regression by using educational data for intelligent
tutoring systems.

Zhou and Xu (2012) [RS24] introduce another new recommendation task to TEL
recommender systems, they do not focus on ‘Find Novel Items’ they focus on rec-
ommending ‘Most suitable learning strategies’ for individual learners. Those learn-
ing strategies also known as meta-cognitive functions are important for effective
learning processes. A TEL recommender could guide the learner and intelligently
recommend learning activities or strategies to facilitate monitoring and control of
their own learning. The authors identify the five challenges that need to be overcome
and suggest to adopt data mining algorithms like content-based and sequence-based
recommendation techniques to meet the identified challenges.

3.2.2 Analysis According to Framework

From the analysis of the supported tasks illustrated in Table 3.2, we can identify
that the vast majority of the analysed TEL recommender systems aim to support the
task of ‘Finding Novel Items’ to support learning activities. There have been some
applications that aim to support other types of user tasks, but they are still limited.
Six of the surveyed systems support ‘Find Peers’ in addition to recommendation
of resources. ‘Finding Pathways’ through resources and recommending a sequence
adapted to the current needs of the learner is supported by six more systems. A few
systems rely on recommendation task to ‘Predict Student Performance’. The ‘Most
Suitable Learning Strategies’ recommendation task has been introduced by Zhou
and Xu (2012) and implemented in [RS24].

From the analysis of the user models that is illustrated in Table 3.3, the following
aspects can be identified:

e Most of the methods of the identified TEL recommender systems use classic
“Vector-space models’ with multiple attributes to represent the desired features
or the user preferences. In addition, many systems rely on ‘User-item ratings
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Table 3.3 Classification of TEL recommenders, according to the User Model of the Approach

category
Approach: User Model
Representation Method Vector-space models [RS3], [RS4], [RS5], [RSe6],
[RS10], [RS11], [RS14], [RS20],
[RS26], [RS32], [RS35], [RS38],
[RS40], [RS41]
User-item ratings models [RS1], [RS2], [RSS8], [RS9Y],
[RS13], [RS34], [RS41]
Associative networks [RS16]
History-based [RS8], [RS19], [RS42]
Ontology [RS8], [RS21], [RS22], [RS23],
[RS24], [RS26], [RS28], [RS30],
[RS33], [RS36], [RS37]
Type Measurable [RS1], [RS3], [RS4], [RS5], [RS6],
[RS9], [RS10], [RS11], [RS14],
[RS16], [RS38]
Ordinal/features [RS5]
Probabilistic [RS4]
Generation Initial Empty [RS1], [RS2], [RS4], [RS5],
[RS14], [RS17]
Manual [RS9], [RS27], [RS31], [RS34],
[RS39], [RS41], [RS42]
Learning  Clustering [RS38]
Classifiers [RS4], [RS16], [RS25], [RS29]

models’ that capture explicit ratings of users on items. Increasingly, ontology-
based representations are used that capture various attributes of users and relation-
ships between those attributes.

The initial user preferences engaged by the examined systems are usually acquired
ina ‘Manual’ way from the users. In many cases, the user model is initially ‘Empty’,
and then slowly created throughout the users’ interactions with the system. Few
TEL recommendation systems engage some way (e.g. ‘Clustering’ or ‘Classifica-
tion’) for building the initial model from existing raw data.

Analysing the collected systems on the domain model characteristics (Table 3.4),

the following aspects can be identified:

The majority of the methods of the TEL recommender systems is the simple
‘Index/List’ for the items being recommended. Only a few systems engage a ‘Tax-
onomy’ or a ‘Vector-space’ of items method. Interestingly, many of the recently
introduced recommender systems for learning rely on ontology representations of
domain models.

As it has been probably expected, the domain model is usually created in a ‘Man-
ual’ way, since only a few of the recommender systems use some technique to
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Table 3.4 Classification of TEL recommenders, according to the Domain Model
Approach: Domain Model

Representation Index/list [RS1], [RS3], [RS4], [RS11], [RS9], [RS14],
[RS19], [RS32], [RS38], [RS41]

Taxonomy [RS5], [RS42]
Vector-space model [RS26], [RS35]
Ontology [RS6], [RS8], [RS21], [RS22], [RS23], [RS24],

[RS26], [RS28], [RS30], [RS33], [RS36],
[RS37], [RS40]

Generation Manual [RS3], [RS4], [RS5], [RS6], [RS9], [RS11],
[RS13], [RS14],[RS27], [RS31],[RS34], [RS39]
Classifiers [RS16], [RS20], [RS25], [RS38]
Clustering [RS16], [RS29]

automatically extract item information from existing sources. A few systems auto-
mate metadata generation with classification or clustering methods.

Similarly, Table 3.5 presents the analysis of the TEL recommender systems based
on the ‘Personalisation’ aspect:

e Method. In terms of methods used for the personalisation of recommendations,
‘Content-based” and ‘Collaborative filtering’ techniques prevail. The content-
based systems have been identified to be more than the collaborative filtering
ones, and only a few ‘Hybrid” approaches currently exist. Many recent systems
rely on ontology-based approaches.

e Algorithm. The algorithms used in TEL recommenders are mainly ‘Model-based’,
although many ‘Memory-based’ ones exist as well. There are also some ‘Hybrid’
algorithmic approaches. As far as the engaged techniques, most algorithms seem
to be employing ‘User-to-user’ ones. Few ‘item-to-item’ correlation approaches
and ‘Attribute-based’ ones have been proposed in TEL recommender systems.

e Output. The produced output is most of the times in the form of suggested items
(‘Suggestion’), but there are also systems that try to predict the evaluation that a
user would give to the suggested items (‘Prediction’).

Concerning the ‘Operation’ category of dimensions, Table 3.6 indicates that:

e Architecture. The majority of TEL recommender systems have a ‘Centralised’
architecture. Although some systems like CY CLADES [RS4] (Avancini and Strac-
cia 2005) rely on distributed architectures that provide access to a wide range of
learning object repositories, most systems provide access to a single learning object
repository.

e Location. Recommendations are usually produced at recommendation server.
Fewer systems produce them at the information source. Recent research on rec-
ommender systems is increasingly oriented to produce recommendations on the



3.2 Survey Results

55

Table 3.5 Classification of TEL recommenders, according to Personalisation characteristics

Approach: Personalisation

Method

Algorithm  Type

Technique

Output

Collaborative filtering

Content-based

Hybrid

Rule-based

Model-based

Memory-based

Hybrid
Attribute-based
Item-to-item

User-to-user

Hybrid

Vector-space model

Suggestion

Prediction

[RS1], [RS3], [RS4], [RS5], [RS9], [RS10],
[RS11], [RS13], [RS18], [RS25], [RS27],
[RS31], [RS38], [RS39], [RS42]

[RS16], [RS27], [RS29], [RS30], [RS32],
[RS38]

[RS8], [RS14], [RS20], [RS34], [RS38],
[RS41]

[RS6], [RS21], [RS22], [RS23], [RS24],
[RS28], [RS33], [RS36], [RS37], [RS40]

[RS20], [RS21], [RS22], [RS23], [RS27],
[RS28], [RS29], [RS30], [RS32], [RS35],
[RS36], [RS37], [RS40]

[RS1], [RS3], [RS4], [RS5], [RS9], [RS11],
[RS14], [RS18], [RS25], [RS27], [RS39],
[RS42]

[RS10], [RS24], [RS34], [RS38], [RS41]
[RS10], [RS16], [RS29]
[RS25], [RS27], [RS42]

[RS1], [RS3], [RS4], [RS9], [RS11], [RS27],
[RS31], [RS39]

[RS13], [RS14], [RS20], [RS34], [RS37],
[RS38]

[RS30], [RS32]

[RS1], [RS4], [RS5], [RS6], [RS8], [RS13],
[RS14], [RS16], [RS18], [RS21], [RS22],
[RS23], [RS24], [RS25], [RS28], [RS29],
[RS30], [RS32], [RS33], [RS34], [RS36],
[RS37], [RS38], [RS40], [RS41]

[RS2], [RS9], [RS27], [RS31], [RS35],
[RS39], [RS42]

user side—i.e. for use on mobile devices in situated learning activities. Ongoing
work in this area has been described in (Verbert et al. to appear).

e Mode. Until now, TEL recommender systems either provide their recommenda-
tions at an active ‘Pull mode’ where users request relevant recommendations or
in a ‘Passive’ mode where users receive recommendations as part of their natural
interaction with the system. None of the systems we reviewed automatically sends
recommendations to the user with ‘Push mode’. CYCLADES [RS4] (Avancini
and Straccia 2005) is an example of a system that also supports a ‘Passive mode’
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Table 3.6 Classification of TEL recommenders, according to the Domain Model of the Approach
category

Operation

Architecture Centralised [RS1], [RS2], [RS3], [RS5], [RS6],
[RS8], [RS9], [RS11], [RS13],
[RS14], [RS16], [RS18], [RS19],
[RS23], [RS24], [RS25], [RS27],
[RS28], [RS29], [RS31], [RS33],
[RS35], [RS36], [RS37], [RS38],
[RS39], [RS40], [RS41], [RS42]

Distributed [RS4], [RS20], [RS21], [RS22],
[RS30], [RS32], [RS34]

Location At information source [RS2], [RS9], [RS27], [RS31],
[RS35], [RS39]

At recommendation server [RS3], [RS4], [RS5], [RS6], [RS8],
[RS13], [RS14], [RS16], [RS18],
[RS19], [RS20], [RS21], [RS22],
[RS23], [RS25], [RS27], [RS28],
[RS29], [RS30], [RS31], [RS32],
[RS33], [RS34], [RS35], [RS36],
[RS37], [RS38], [RS39], [RS40],
[RS41], [RS42]

Mode Pull (active) [RS1], [RS3], [RS4], [RS5], [RSY],
[RS14], [RS26], [RS29], [RS32],
[RS35], [RS41], [RS42]

Passive [RS4], [RSS8], [RS13], [RS16],
[RS20], [RS22], [RS23], [RS25],
[RS28], [RS33], [RS34], [RS36],
[RS37], [RS40]

and produces recommendations as part of the natural interaction of the user with
the system—without explicit requests for recommendations.

3.2.3 Conclusions

In this chapter, we used an existing framework for the analysis of recommender sys-
tems which we extended slightly in order to support TEL-relevant recommendation
tasks, and we performed a review and analysis of a sample of 42 recommendation
concepts, prototypes and deployed systems that have been proposed as appropriate
for educational applications in the literature. Our analysis indicated that the increased
interest in TEL recommenders has led to some very interesting research and devel-
opment work, which is also experimentally tested either in lab settings or with real
users. Existing systems adopt most of the methods and techniques that one can find in
recommender systems of other domains, with some preference in algorithmic contri-
butions. It is interesting to note that real-life deployment of such systems is reported
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to be limited, which inhibits experimental studies focusing on user acceptance and
adoption in real learning settings.

This comprehensive analysis of such a large sample that spans over 10 years of
relevant work helped us identify some important and pressing challenges in this
domain, which are discussed in the following chapter. The literature covered by
this analysis, as well as additional references that are contributed after the writing
of this chapter, may be found by interested readers in a dedicated group on ‘Recom-
mender Systems for Learning’ that was created in Mendeley.?
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Chapter 4
Challenges and Outlook

Abstract This chapter discusses the main challenges that we see as being
highlighted from this study. It also outlines the directions of future work that relevant
research could take. It concludes with the main contributions and lessons learnt of
this work.

4.1 Challenges for TEL Recommendation

In Chap.2, we introduced some recommendation tasks that systems may support
in educational settings coming from the general literature of recommender systems
(Herlocker et al. 2004), as well as suggested some recommendation tasks that are
particularly relevant in education. Nevertheless, matching the appropriate recommen-
dation approach or technology to the educational domain is not a straight-forward
task. Some heuristics for selecting an appropriate technology have been recently
proposed by Burke and Ramezani (2011). They described targeted domains using a
number of attributes such as:

e How heterogeneous the item space is: that is, if it encompasses many items with
different characteristics that may satisfy different goals.

e The degree of risk that a user incurs in accepting a recommendation: that is, if
there is tolerance to false recommendations and their implications.

e The time span of the items: that is, how often and in which ways do items appear
and then disappear from the domain.

e How the user input is collected: that is, the way, type and format in which user
preferences are usually expressed.

e The evolution and temporal stability of the user model: that is, how frequent are
user preference data being collected and updated, and the degree in which temporal
restrictions apply to the recommendation.
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e If recommendations need to be justified: that is, if the domain requires recom-
mendations that need to be credible and explainable or there is some degree of
tolerance and explanations are not needed.

Concluding the above mentioned aspects, recommender system designers need
to carefully analyse their recommendation tasks and have a representative data set
of the target domain and the users available in order to provide valuable and accu-
rate recommendations in TEL. One could argue that in recommender systems for
teaching and learning, most of these attributes can be specified and explored, so that
appropriate recommendation tasks, techniques, and models can be pre-assessed and
selected. As a matter of fact, earlier work from Drachsler et al. (2008) has already
discussed the appropriateness and usefulness of various recommendation techniques
for TEL. But predicting and recommending suitable resources for learning processes
still remains more complex than predicting a certain consumer behaviour. In the
following sections, we describe a number of research challenges that have already
been identified in relevant literature or seem to be emerging in this domain.

4.1.1 Pedagogy and Cognition

Recent work on the social and psychological requirements on how people react to and
act upon recommender systems for the learning sciences has shed some new insights
into the pedagogical discussion (Howard-Jones et al. 2010). More specifically, Buder
and Schwind (2012) have studied a conceptualisation that departs from initial work
in e-commerce recommendation (Xiao and Benbasat 2007). They focus on how
learners deal with recommended items as well as being the data producers that serve
the computation of the system by contributing annotations, tags or ratings. In their
approach, a number of important principles need to be considered to fit recommender
systems in the educational domain:

e Recommender systems shift responsibility away from dedicated experts.

e The quality of the content is not traceable to any individual output but rather to
the community’s collective behaviour.

e Recommender systems provide (and require) user control thus facilitating self-
regulated learning.

e Recommender systems provide guidance to learning activities.

e Recommender systems adapt to the needs and requirements of learners.

Most of the mentioned principles are addressed by today’s TEL recommender
systems. But Buder and Schwind (2012) emphasised that there are too few edu-
cational and psychological studies about the effects of recommender systems on
different learners (specific preferences, formal vs. informal learning), learning tasks,
or knowledge levels like conducted by Janssen et al. (2005) or Drachsler et al. (2009).
Furthermore, they suggest selecting recommendation strategies according to the roles
that the users are expected to play. They define new educational requirements that
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emphasise the need for context-awareness with regard to knowledge and activities,
persuasiveness and critical thinking, participation and meta-cognitive stimulation,
as well as increasing the explicit expression of learner preferences through direct or
indirect ratings. Context-awareness and support of meta-cognitive process are well
known as critical criteria to provide meaningful recommendations in TEL. Many
of the systems that aim to support competence development of learners take those
aspects into account (e.g. Zaldivar and Burgos 2010; Okoye et al. 2012; Drachsler
et al. 2009; Thai-Nghe et al. 2010). Verbert et al. (to appearB) published a compre-
hensive overview of relevant context variables for TEL recommender systems.

Zhou and Xu (2012) also emphasised the educational requirement to support
meta-cognitive activities of learners with recommender systems. In order to improve
the learning process, recommender systems should be able to guide learners and
recommend learning activities or strategies to support monitoring, reflection, and
control of the individual learning goals. Zhou and Xu (2012) identify the following
five considerations that TEL recommenders need to take into account to address
meta-cognitive processes:

e Consider both learner attributes and the learning sequences during recommenda-
tions.

Detect meaningful learning activities and translate them into a learning strategy.
Recommend learning activities based on multiple features instead of recommend-
ing static learning resources.

e Retrieve learner preferences (learning goals, tasks, and contexts) from a learner
profile and adapt learning strategies according to the learner’s progress and per-
formance at different learning stages.

Detect the learners’ motivation and their changes during the learning process to
recommend suitable learning strategies.

The first four considerations (learner attributes, recommend sequences, detect
meaningful activities, use multiple features) are already addressed by current research.
Nevertheless, there is further research needed to find most effective solutions for
specific learning settings and to create a transparent overview of the effects of differ-
ent recommendation approaches. Other considerations like the motivation detection
seem to be quite challenging and still to be explored. Both Zhou and Xu (2012)
and Buder and Schwind (2012) point out that many of these requirements are sug-
gested based on speculation; nevertheless they draw a picture of the overall expec-
tations from the educational field towards educational recommender systems. They
emphasise what Drachsler et al. already outlined in 2008, recommender systems
in TEL should aim higher than just recommending learning resources like movies,
they should actively support the learner in the learning process. This unsolved chal-
lenge requires two additional aspects: (a) additional data sources that also track
e.g. motional patterns of users; (b) the application of data mining techniques to
create more comprehensive learner models. With respect to (a), interesting research
opportunities are emerging with the Neuro-Educational research field (Howard-Jones
2010). Today, we can make technology adapt dynamically to changing needs of learn-
ers based activity traces and expressed interests. This information can be extended in
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the future by neuroscience data and taken into account by adaptive educational sys-
tems and recommender systems. Neuro-Educational research has been highlighted in
the UK as an area of research deserving future investment (Royal Society 2011). The
same applies for (b) with the EDM and the emerging LAK research fields. However,
until now, little work has focused specifically on the potential of the neurosciences
data to create learner models for educational recommendations.

4.1.2 Evaluation

Typically, evaluation of recommender systems covers three types of experiments that
are motivated by evaluation protocols in areas such as information retrieval (Shani
and Gunawardana 2011):

e Offline experiments, using pre-collected or simulated data to test the performance
of candidate algorithms;

e User studies, where a small group of subjects use a system in a controlled envi-
ronment and report on their experience;

e Real life testing, where a system is tested under realistic conditions during its
normal operation with its actual users.

As reported in Chap. 3, until today evaluation of TEL recommender systems mostly
takes place in the form of offline experiments as well as the conduction of controlled
user studies. Real life testing of systems in an educational context and over a larger
time span that will allow the measurement of their actual acceptance, usage and effect
on the learners, still needs further work.

As far as offline experiments are concerned, they mostly follow the typical
approach of similar recommendation algorithm testing in other domains (Herlocker
etal. 2004; Shani and Gunawardana 2011). Studies such as the experiments of Lemire
et al. (2005), Manouselis et al. (2010), Sicilia et al. (2010) and Verbert et al. (2011)
adopt and showcase this approach, using data sets from educational applications and
environments. Related work in TEL recommenders can follow the settings and pro-
tocols that already flourish in relevant literature and rather focus on the data sets that
they can use for experimentation, as it is discussed in Sect.4.1.3 later on.

Controlled user studies are very valuable and often used in educational settings.
Typical studies are the ones of Dron et al. (2000), Recker et al. (2003), and Drachsler
et al. (2009). They can also contribute to evaluate specific technological aspects of
the system, apart from empirical evidences of psychological and pedagogical aspects
that can be collected through such controlled experiments. A common problem is the
‘monolithic’ evaluation of adaptive systems, when the adaptation process is treated
as a whole entity instead of depended levels of adaptation (Brusilovsky and Eklund
1998). This ‘monolithic’ cannot provide results at a level of granularity that can be of
practical use and help the system designer to decide which part of the system needs
improvement (e.g. the user modelling, the domain modelling, the recommendation
technique).
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Aninteresting approach has been proposed by Brusilovsky et al. (2001): to decom-
pose the adaptation process into two layers that are evaluated separately. The main
idea behind the approach was that the evaluation of adaptive systems should not treat
adaptation as a monolithic/singular process happening behind the scenes. Rather,
adaptation should be broken down into its constituents, and each of these constituents
should be evaluated separately where necessary and feasible (Karagiannidis and
Sampson 2000).

Simultaneously with the idea of evaluating adaptation at two different layers
(Brusilovsky et al. 2001), two other layered (also referred to as modular) eval-
uation frameworks have been proposed. The process-based framework presented
by Weibelzahl (2001) consisted from four layers that referred to the information
processing steps within the adaptation process: evaluation of input data, evaluation
of the inference mechanism, evaluation of the adaptation decision, and evaluation of
the total interaction. A second framework has been presented by Paramythis et al.
(2001) and is more detailed in terms of different components involved in the adap-
tation process. It also addressed the question of methods and tools appropriate for
the evaluation of different adaptation modules to yield input for the development
process. A merged version of the two frameworks was finally proposed, identifying
both criteria to be taken into consideration in the evaluation of an adaptive system,
and the methods and tools that can be engaged to do so (Weibelzahl et al. 2003).
This modular evaluation approach has been explored by several studies that evaluate
adaptive systems (e.g. Brusilovsky et al. 2004), but to our knowledge, it has not been
yet formally developed and applied for recommender systems.

Finally, the realistic evaluation of deployed recommender systems that are sup-
porting some real educational activity has not yet been explored to the desired degree.
One step is carrying out experiments that will test various aspects of an operating
system with its real users, for instance by employing online testing systems where
multiple algorithms can be compared without the users realising that they interact
with an alternative recommendation engine (Kohavi et al. 2009; Shani and Gunawar-
dana 2011). A more complete step would be designing and carrying out longer-term
experiments (e.g. longitudinal studies) that will go deeper into the way that recom-
mender systems may change the way learners acquire new knowledge and then apply
it in a given setting. Traditional approaches could be adapted and followed such as
the model of Kirkpatrick (1959) that measures the success of training using four
different layers. In a TEL recommendation context, it could be used to explore the
following layers:

(a) Reaction of user—what they thought and felt (Did the learners enjoy the rec-
ommendations they received?);

(b) Learning—the resulting increase in gaining new knowledge or capabilities (Did
the learners learn what they needed to and get some new ideas, with the help of
the recommender?);

(c) Behaviour—extent of how acquired knowledge and capability can be imple-
mented/applied in real life (Did the learners use the new information and ideas
that they were recommended?);
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(d) Results—the effects on the user’s performance in the learning or working envi-
ronment (Did the ideas and information that they were recommended improve
the learners’ effectiveness and results?).

Overall, evaluation of recommender systems in this domain seams to have signifi-
cant room for further research. Significant methodological contributions would be
particularly valuable, such as proposals for evaluation frameworks (Drachsler et al.
2009, 2010) that will include :

e A detailed analysis of the evaluation methods and tools that can be employed for
evaluating TEL recommendation techniques against a set of criteria that will be
proposed for each of the selected components (e.g. user model, domain model,
recommendation strategy and algorithm).

e The specification of evaluation metrics/indicators to measure the success of each
component (e.g. evaluating accuracy of the recommendation algorithm, evaluating
coverage of the domain model).

e The elaboration of a number of methods and instruments that can be engaged in
TEL settings, in order to collect evaluation data from engaged stakeholders, explic-
itly or implicitly, e.g. measuring user satisfaction, assessing impact of engaging
the TEL recommender from improvements in working tasks.

4.1.3 Data Sets

One of the catalysts in the boost of recommender systems in various domains has
been the existence of publicly available data sets that the designers and developers of
such systems may use to test and compare their approaches. The $1M prize of Netflix
for the algorithm that would significantly improve their previous approach received
wide publicity and attracted more than 41,000 teams from over 185 countries around
the world to submit around 44,000 different algorithms that tried to achieve this
improvement (http://www.netflixprize.com). In addition, several data challenges are
regularly being organised, attracting researchers to specific topics and applications
(Said et al. 2010, 2011).

In 2011, the TEL recommenders community was still working with small home-
made data sets which were not made public available (Manouselis et al. 2010, 2011).
It was around that time when a dedicated Theme Team of the European network of
excellence STELLAR called dataTEL (Drachsler et al. 2010) started a more concrete
analysis of issues around the development, sharing and using of TEL data sets for
relevant research, which organised the first dataTEL Challenge, a call for TEL data
sets that invited research groups to submit existing data sets from TEL applications
that can be used as input for TEL recommender systems. This has resulted in attracting
seven data sets that were made available for recommender systems’ researchers to
work with, including the very large ‘Mendeley DataTEL data set’ (Jack et al. to
appear) from the popular social research platform Mendeley.com.
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In parallel, the community of Educational Data Mining (EDM) set up its own
data set sharing repository (Koedinger et al. 2008) that evolved into the online data
analysis service for the learning sciences PSLC dataShop! (Koedinger et al. 2010).
Other relevant initiatives also emerged, like the Mulce project (Reffay and Betbeder
2009) and LinkedEducation.org. Although these data sets have not specifically been
published to facilitate recommender systems’ research, they could be used as experi-
mental data for research and testing purposes. In this way, as presented in Chap. 2 and
discussed in relevant work, the availability of data sets that could be made available
for experimentation has become significantly higher, with more than 20 data sets
cited in relevant literature (Verbert et al. 2011, to appearA).

Still, there are several issues that need to be resolved before the uptake and usage
of such data sets can become standard practice as in other domains (Ekstrand et al.
2011). Education will not benefit from simple ’users vs. items’ rating matrices, and
the corresponding data sets will need to be significantly more complex and rich in
information. Furthermore, privacy rights and licensing of educational data is a crucial
issue. Although an enormous amount of data has been captured from learning envi-
ronments, it is a difficult process to make these data available for research purposes.
The issue of usage privacy rights / licensing needs to be solved from two perspec-
tives. From a user perspective, learners need to be informed and grant permission to
collect their data and make it available for research purposes. Also the organisation
or provider of these data needs to agree with collecting and sharing these data. For
instance, researchers have in some cases collected data sets by crawling data from
websites and then found out that they were not allowed to do so. Moreover, the
lack of a standard representation for interaction data within data sets prevents the
sharing and reuse of data across systems. When a custom data format is not well
documented, it may be difficult to assess the meaning and usefulness of data ele-
ments that are stored. Finally, the emergence of several Linked Open Data initiatives
and efforts in the domain of education (e.g. LinkedEducation.org) and the ongoing
publication of information related to educational offerings, services and resources by
institutions such as Open University of UK, the National Research Council of Italy,’
the University of Southampton in UK,* the mEducator EU project® is also resulting
to the availability of new formats, schemas and TEL data sets.® We are expecting
such developments to further facilitate the experimentation of TEL researchers with
relevant data in order to build better recommender systems for the domain. This can
be particularly flourishing through research activities and events that bring closer the
groups publishing open data and the groups analyzing them, such as the Workshop
on Learning Analytics and Linked Data (Drachsler et al. 2012).

! http://pslcdatashop.org

2 http://data.open.ac.uk

3 http://data.cnr.it

4 http://data.southampton.ac.uk

3 http://thedatahub.org/dataset/meducator
6 http://linkeduniversities.org/lu/
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4.1.4 Context

As learning is taking place in extremely diverse and rich environments, the incor-
poration of contextual information about the user in the recommendation process
has attracted major interest. Such contextualisation is researched as a paradigm for
building intelligent systems that can better predict and anticipate the needs of users,
and act more efficiently in response to their behaviour. Algorithms underlying regular
recommender systems are not directly transferable to the domain of education. TEL
in particular offers some specific characteristics that are not met by today’s general
purpose recommendation approaches.

One main difference is, of course, that each learner uses her own tools, meth-
ods, paths, collaborations and processes. Consequently, guidance within the learning
process must be personalised to an extreme extent. Furthermore, learning activities
take place in learning environments that are composed of numerous tools and sys-
tems. For example, learning management systems (LMSs) provide access to learning
resources and collaboration facilities, but do not ensure that teachers or students of
a course use them only. Often, learners use additional tools to collaborate or find
resources—for instance, in case that the learning material offered in the LMS is not
sufficient. Learning situations become even more complex due to the fact that ped-
agogical approaches differentiate between formal and informal learning processes.
Both have different requirements for the learning environment and, as such, for the
recommendation within the environment.

The incorporation of additional information about learners and teachers and their
context in the recommendation process, becomes of focal interest in this case. Such
data can be used to adapt recommendations based on individual learner charac-
teristics, such as learning goals and knowledge levels, and additional contextual
information such as available time, location, people nearby, etc. Pioneering work on
context-aware recommender systems (CARS) has been done by Adomavicius et al.
(2005) and Adomavicius and Tuzhilin (2011). New challenges emerge for capturing
and understanding context and exploiting such information for creating intelligent
recommendations adapted to current learner needs, without them being necessarily
aware of the fact that contextual variables (e.g. the noise or light level) are measured
and taken into consideration.

4.1.5 Visualisation

Although recommendation algorithms have been implemented and validated in sev-
eral promising systems and prototypes as illustrated in Chap. 3, there are important
challenges that need to be addressed related to presenting these recommendation to
end-users. Among others, people are often confused because they do not understand
why certain recommendations are made and why these recommendations change
(Schmidt 2007; Lonsdale et al. 2004). As outlined in Herlocker et al. (2000), it is
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important to explain the rationale behind recommendations to end-users. The com-
plexity of recommendation algorithms often prevents users from comprehending
recommended results and can lead to trust issues when recommendations fail.

This complexity is often aggravated by recommendation algorithms that use var-
ious types of information in the recommendation process. In addition, recommenda-
tion results might change automatically when the context of the user changes. Such
automatic updates can be confusing to the user. To deal with this issue, it is important
to provide explanations and justify decisions (Ogata and Yano 2004; Abdul-Rahman
and Hailes 2000).

An important line of research in this area is the use of visualisation techniques to
provide users with insights in the recommendation process. As an example, social
visualisations can help to explain recommendation results by explicitly exposing
relationships among content and people (Zhao et al. 2010; Klerkx and Duval 2009).
El-Bishouty et al. (2007) for instance researched the use of visualisation techniques
to present the relationship and distance between recommended peer learners. Such
visualisations can be used to easily locate suggested peer learners. Moreover, visu-
alisation techniques can increase understanding of the input and output of a rec-
ommender system. Such visualisations can enable the user to meaningfully revise
input parameters and thus improve recommendations (Swearingen and Sinha 2001).
This objective is particularly important in recommendations that estimate relevant
contextual elements based on user behaviour. As the prediction of the current task or
interest of the user is a challenging task, there is a need to develop mixed approaches
that enable users to provide feedback and help steer this process.

Such research is particularly relevant in a TEL context. Learning success is more
difficult to assess than success in e-commerce (item sold) or music (song liked, or
volume upped, or song skipped). Explicit relevance feedback in the form of ratings is
sparse in the learning domain. Instead, research is increasingly oriented towards the
extraction of implicit relevance feedback from actions of users, such as downloads,
reading time or tags (Kelly and Belkin 2001). By visualising such data, new patterns
and indicators of success may be discovered. These patterns may well span longer
sequences of actions than is typically the case in more mainstream recommenda-
tion approaches. An added complexity is that learners are not always very good at
assessing their own learning results. As such, the combination of visualisation and
recommendation techniques to empower users with actionable knowledge to become
an active and responsible part-taker in the recommending process, instead of being
the typical passive provider of just personal preferences and social connections, is a
highly relevant research topic.

4.1.6 Virtualisation

Very large data infrastructures collecting learning content and usage data around it,
like the one that Learning Registry’ is setting up for the USA and Open Discovery

7 http://www.learningregistry.org
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Space® for Europe, are expected to provide a new perspective into the way that
intelligent systems (in general) and recommender systems (in particular) will be
developed for TEL. Such infrastructures can help in scaling up TEL recommender
systems by allowing them to consume, process and use a rich variety of usage data
streams, and thus enable novel forms of real time intelligence that can only become
possible on extremely large data volumes.

The existence of global data infrastructures is expected to really stretch the scal-
ability, the robustness and reactivity of today’s algorithms and systems, since there
is going to be a need to meet a number of upcoming requirements. TEL, as well as
other domains, will need to find ways to develop recommender systems that will be
able to grow with the volume of data to be handled, to operate at the time scale of
the processes they are designed to support and to be able to handle a large variety of
data that will be often missing, corrupted or inconsistent.

This also calls for new approaches in the way that recommender systems are going
to be developed and running. In a cloud-based environment where execution of ser-
vices will be distributed, recommendation algorithms will need to be developed as
components of an open science Virtual Research Environment like MyExperiment’
where they will be decomposed to modular workflows of executable components
running over virtualised computing resources. Such components, often referred to
as ‘research objects’ (De Roure et al. 2011), may contain raw data, the description
of a computational analysis process and the results of executing this process. As De
Roure et al. (2011) point out, this offers the capability to reproduce and reuse the
research process. In addition, this allows the organisation and development of the
various parts of computational processes (such as the different methods used within
a recommendation algorithm) as executable components that can be invoked in a
standardised way and thus be shared and re-used according to pre-defined protocols
and formats. This characteristic makes them appropriate for distribution over virtu-
alised data infrastructures, where cloud and grid computing resources can be used to
execute and host different parts of each process, in a way that is invisible to the end
user (i.e. the researcher). Since such workflow-based modelling of recommendation
algorithms has already started to appear in systems like MyExperiment, and assum-
ing that in the years to come large data infrastructures like Learning Registry and
Open Discovery Space will be in place for TEL researchers to use, we expect that
this will make significant impact in the way that TEL recommenders are currently
being developed, researched and tested.

4.2 Conclusions

In this book, we tried to give a condensed but comprehensive overview of the basic
concepts and current applications of recommender systems in the domain of edu-
cation. We introduced recommender systems and compared them to relevant work

8 http://www.opendiscoveryspace.eu
9 http://www.myexperiment.org
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in TEL like adaptive educational hypermedia, learning networks, educational data
mining and learning analytics. Then we emphasised on TEL as a recommendation
problem, discussing how the recommendation problem is defined, which the recom-
mendation goals are, and what the recommendation context usually covers as context.
We reviewed existing TEL data sets that may be used to support experimentation
and testing, as well as discussed about how they can drive relevant research. We
reported an extensive analysis of existing recommender systems that can be found in
the literature for educational applications. And finally, we reflected on some major
challenges that we see as important to be faced in the years to come, also outlining
some potential directions of future research. With the presented approach we wanted
to stimulate more transparency within the TEL recommender system field. New rec-
ommender system approaches could take advantage of the classification presented in
this book to position their contribution towards the community efforts and simplify
the comparison between different research findings. This would contribute to a more
structured body of knowledge of the effects of different recommender systems on
various learning settings. Furthermore, the researchers should consider the collected
TEL data sets from Chap. 2 as a valuable resource to evaluate their algorithms in the
TEL domain.

In an ideal research design, future research efforts will apply four crucial steps
for the development and research of TEL recommender systems:

1. A selection of data sets that suit their recommendation problem and tasks.

2. An offline comparison study of different algorithms on the selected data sets.

3. A comprehensive user study in a controlled experimental environment to test
psychological, pedagogical and technical aspects of the designed recommender
system.

4. A deployment of the recommender system in a real life application, where it can
be tested under realistic and normal operational conditions with its actual users.

All these steps need to be accompanied by a good description of the recommen-
dation algorithm tested and selected, the applied user and domain models, and the
release of the used data set and other needed data sources to repeat and parameter-
ize any part of the experiment. With such a research design, other TEL researchers
could repeat reported experiments, modify user or domain models, or test another
recommender algorithm in the same setting to gain comparable and valid results.
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